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Practical activities in computer science often require a
computer. For this purpose, lab rooms feature computers,
roughly one for each student in the room. High-performance,
parallel and distributed computing is particular in a sense that
it requires several computers for each student. In this paper, we
will examine several solutions that can be used for training in
high-performance computing and distributed systems to pro-
vide students with realistic conditions for practical activities.

a) Comparison criteria: First, we will briefly analyze
what is needed for practical activities in order to reproduce
realistic conditions for the students. This part helps us com-
paring the appropriateness of the various solutions presented in
the rest of the paper. Students can need to work on distributed
resources in two main categories of contexts: administration
of clusters and data centers, and use and programming of
distributed resources. These two context focus on different
aspects of distributed resoures, and therefore the features
provided by the lab platform are different regarding the goal
of the practical activities.

We will enumerate various solutions that we have used with
our students at both undergraduate and graduate level, their
feasibility (from both practical and administrative points of
view) and how realistic the result is in terms of usage and
feedback.

b) Categories of use-cases for practical activities: We
identified the various themes for practical activities and the
associated needs in two categories. It can be about distributed
programming, i.e. programming applications that run on sev-
eral machines. It includes parallel programming (such as MPI
programming), cloud computing (Hadoop and other MapRe-
duce implementations, NoSQL databases...), client-server pro-
gramming, or any kind of distributed applications. On the
other hand, it can be about network and system administration,
such as the administration of network services (DHCP, DNS,
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distributed file systems, email service, access directories...) or
datacenter administration procedures.

c) Solutions compared: The second part of this paper
will compare the solutions themselves with respect to what
can be required by the practical activities themselves. We
will compare running multiple processes on a single machine,
which is not very realistic but does not require any hardware
nor software adaptation; virtualization, such as Marionnet,
which is very realistc but has some performance issues; using
the machines of the lab room, which is a good solution but
the performance (and therefore how realistic it is) depend on
how many students at a time are using the machines, and
moreover in the general case the students do not have root
access on the machines; using a cluster, which is realistic for
HPC classes but not other kinds of classes, and the habits of
cluster usage include using a batch scheduler in asynchronous
mode, therefore making the executions asynchronous, even
with queues with higher priorities; using a virtual, teaching
cluster on dedicated resources is a better solution than the
previous one, but the performance depends on the virtual-
ization solution used and requires some dedicated hardware,
which has a cost; using a cluster of single board computers
for each student or group of students, such as Raspberry Pi
computers, which is not very expensive but still has a cost, and
is not very performant in terms of computation capabilities and
network interconnection; renting resources on a cloud, such
as EC2, which is realistic, has good performance, but can be
an administrative nightmare in some departments and can be
expensive.

d) Conclusion: To conclude this paper, we summarize
what the most appropriate solutions are for each group of
practical activities, and we give our personal feedback with
the solutions we have adopted for the various classes we are
teaching on this topic.
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