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When $\operatorname{deg}_{x_{i}}(h) \leq d_{i}, 1 \leq i \leq n$, so $\operatorname{Supp}(h)=\left\{0, \ldots, d_{1}\right\} \times \cdots \times\left\{0, \ldots, d_{n}\right\}$, this follows from the Alon's Theorem.
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## Corollary

$k(s, n) \geq s / E(n)$ for large enough $s$.
Question. Is the following problem $N P$-hard: given a set $S \subset \mathbb{Q}^{n}$ and $k$, whether there exists a $k$-sparse tropical polynomial vanishing on $S$ ?
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We study the complexity of the problem of recognizing a tropical linear variety, i.e., for a given real algebraic vector $v=\left(v_{1}, \ldots, v_{n}\right) \in(\mathbb{R} \cap \overline{\mathbb{Q}})^{n}$ to test whether $v \in V$.
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In addition, we assume that each rational coefficient of the polynomials $h, h_{i, j}, h_{i}$ is given as a quotient of a pair of integers with absolute values less than $2^{M}$. The latter means that the bit-size of this rational number is bounded by $2 M$.
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Vector $v \in \overline{\operatorname{Trop}(P)}$ iff the conjunction of the following statements for all the congruence classes $\alpha \in \mathbb{Q} \cap \mathbb{R}$ holds. System $A \cdot X=b$ when $\alpha \in \mathbb{Z}$ (or respectively, the homogeneous system $A \cdot X=0$ when $\alpha \notin \mathbb{Z})$ has a solution $x=\left(x_{1}, \ldots, x_{n}\right)$ in Laurent series $x_{1}, \ldots, x_{n}$ satisfying the conditions either $\operatorname{Trop}\left(x_{j}\right)+\alpha=v_{j}$ when $v_{j}$ belongs to the congruence class of $\alpha$, or $\operatorname{Trop}\left(x_{j}\right)+\alpha>v_{j}$ otherwise, $1 \leq j \leq n$.

## Partitioning the Coordinates of a Vector into Congruence Classes

## Lemma

Vector $v \in \overline{\operatorname{Trop}(P)}$ iff the conjunction of the following statements for all the congruence classes $\alpha \in \overline{\mathbb{Q}} \cap \mathbb{R}$ holds.

## Partitioning the Coordinates of a Vector into Congruence Classes

## Lemma

Vector $v \in \overline{\operatorname{Trop}(P)}$ iff the conjunction of the following statements for all the congruence classes $\alpha \in \overline{\mathbb{Q}} \cap \mathbb{R}$ holds. System $A \cdot X=b$ when $\alpha \in \mathbb{Z}$ (or respectively, the homogeneous system $A \cdot X=0$ when $\alpha \notin \mathbb{Z}$ ) has a solution $x=\left(x_{1}, \ldots, x_{n}\right)$ in Laurent series $x_{1}, \ldots, x_{n}$ satisfying the conditions either $\operatorname{Trop}\left(x_{j}\right)+\alpha=v_{j}$ when $v_{j}$ belongs to the congruence class of $\alpha$,

## Partitioning the Coordinates of a Vector into Congruence Classes

## Lemma

Vector $v \in \overline{\operatorname{Trop}(P)}$ iff the conjunction of the following statements for all the congruence classes $\alpha \in \overline{\mathbb{Q}} \cap \mathbb{R}$ holds. System $A \cdot X=b$ when $\alpha \in \mathbb{Z}$ (or respectively, the homogeneous system $A \cdot X=0$ when $\alpha \notin \mathbb{Z}$ ) has a solution $x=\left(x_{1}, \ldots, x_{n}\right)$ in Laurent series $x_{1}, \ldots, x_{n}$ satisfying the conditions either $\operatorname{Trop}\left(x_{j}\right)+\alpha=v_{j}$ when $v_{j}$ belongs to the congruence class of $\alpha$, or $\operatorname{Trop}\left(x_{j}\right)+\alpha>v_{j}$ otherwise, $1 \leq j \leq n$.

## Partitioning the Coordinates of a Vector into Congruence Classes

## Lemma

Vector $v \in \overline{\operatorname{Trop}(P)}$ iff the conjunction of the following statements for all the congruence classes $\alpha \in \overline{\mathbb{Q}} \cap \mathbb{R}$ holds. System $A \cdot X=b$ when $\alpha \in \mathbb{Z}$ (or respectively, the homogeneous system $A \cdot X=0$ when $\alpha \notin \mathbb{Z})$ has a solution $x=\left(x_{1}, \ldots, x_{n}\right)$ in Laurent series $x_{1}, \ldots, x_{n}$ satisfying the conditions either $\operatorname{Trop}\left(x_{j}\right)+\alpha=v_{j}$ when $v_{j}$ belongs to the congruence class of $\alpha$, or $\operatorname{Trop}\left(x_{j}\right)+\alpha>v_{j}$ otherwise, $1 \leq j \leq n$.

We assume that the vector $v$ is provided in the following way. A primitive real algebraic element $u \in \overline{\mathbb{Q}} \cap \mathbb{R}$ is given as a root of a polynomial $g \in \mathbb{Z}[Y]$ together with specifying a rational interval $\left[e_{1}, e_{2}\right]$ which contains the unique root $u$ of $g$.

## Partitioning the Coordinates of a Vector into Congruence Classes

## Lemma

Vector $v \in \overline{\operatorname{Trop}(P)}$ iff the conjunction of the following statements for all the congruence classes $\alpha \in \overline{\mathbb{Q}} \cap \mathbb{R}$ holds. System $A \cdot X=b$ when $\alpha \in \mathbb{Z}$ (or respectively, the homogeneous system $A \cdot X=0$ when $\alpha \notin \mathbb{Z})$ has a solution $x=\left(x_{1}, \ldots, x_{n}\right)$ in Laurent series $x_{1}, \ldots, x_{n}$ satisfying the conditions either $\operatorname{Trop}\left(x_{j}\right)+\alpha=v_{j}$ when $v_{j}$ belongs to the congruence class of $\alpha$, or $\operatorname{Trop}\left(x_{j}\right)+\alpha>v_{j}$ otherwise, $1 \leq j \leq n$.

We assume that the vector $v$ is provided in the following way. A primitive real algebraic element $u \in \overline{\mathbb{Q}} \cap \mathbb{R}$ is given as a root of a polynomial $g \in \mathbb{Z}[Y]$ together with specifying a rational interval $\left[e_{1}, e_{2}\right]$ which contains the unique root $u$ of $g$. In addition, certain polynomials $g_{j} \in \mathbb{Q}[Y], 1 \leq j \leq n$ are given such that $v_{j}=g_{j}(u)$.

## Partitioning the Coordinates of a Vector into Congruence Classes
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## Shifting Vector to Zero

To detect whether for a pair of the coordinates the congruence $v_{j_{1}}-v_{j_{2}} \in \mathbb{Z}$ holds, the algorithm computes an integer approximation $e \in \mathbb{Z}$ of $\left|v_{j_{1}}-v_{j_{2}}-e\right|<1 / 2$ (provided that it does exist) and then verifies whether $v_{j_{1}}-v_{j_{2}}=e$.

## Shifting Vector to Zero

To detect whether for a pair of the coordinates the congruence $v_{j_{1}}-v_{j_{2}} \in \mathbb{Z}$ holds, the algorithm computes an integer approximation $e \in \mathbb{Z}$ of $\left|v_{j_{1}}-v_{j_{2}}-e\right|<1 / 2$ (provided that it does exist) and then verifies whether $v_{j_{1}}-v_{j_{2}}=e$. This supplies us with the partition of the coordinates $v_{1}, \ldots, v_{n}$ into the classes of congruence.

## Shifting Vector to Zero

To detect whether for a pair of the coordinates the congruence $v_{j_{1}}-v_{j_{2}} \in \mathbb{Z}$ holds, the algorithm computes an integer approximation $e \in \mathbb{Z}$ of $\left|v_{j_{1}}-v_{j_{2}}-e\right|<1 / 2$ (provided that it does exist) and then verifies whether $v_{j_{1}}-v_{j_{2}}=e$. This supplies us with the partition of the coordinates $v_{1}, \ldots, v_{n}$ into the classes of congruence.
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Denote by $J \subset\{1, \ldots, n\}$ the set of $j$ such that $v_{j}$ belongs to the fixed congruence class. For every $j \in J$ we replace $a_{i, j}$ by $t^{v_{j}-\alpha} \cdot a_{i, j}, 1 \leq i \leq m$. For every $j \notin J$ let $\alpha+s-1<v_{j}<\alpha+s$ for a suitable (unique) integer $s$, then we replace $a_{i, j}$ by $t^{s} \cdot a_{i, j}, 1 \leq i \leq m$.
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## Truncation of Puiseux/Power Series

Then by elementary transformations with the rows of matrix A over the quotient-ring $\mathbb{Q}(t)[Z] / h$ and an appropriate permutation of columns, the algorithm brings $A$ to the form $a_{i, i}=1, a_{i, i}=0,1 \leq i \neq j \leq m$ (one can assume w.l.o.g. that $r k(A)=m$ ). For $m<j \leq n$ denote $r_{j}:=-\min _{1 \leq i \leq m}\left\{\operatorname{Trop}\left(a_{i, j}\right)\right\}$. If $r_{j}<0$ we put the coordinate $x_{i}=1$. Else if $r_{j} \geq 0$ we put $x_{j}=y_{i .0}+y_{i .1} \cdot t+\cdots+y_{i . r_{i}} \cdot t^{r_{j}}$ with the indeterminates $y_{j, 0}, \ldots, y_{j, r_{i}}$ over $\overline{\mathbb{Q}}$.
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Consider the linear system in the indeterminates $Y$. The algorithm solves this system and tests whether each of $n$ linear functions from the family does not vanish identically on the space of solutions of the system.
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If all of them do not vanish identically then take any values of $Y$ which fulfil the system with non-zero values of all the linear functions from the family $L$.

## Reduction to a System of Linear Equations and Inequations

Consider the linear system
$L_{i, k}=0,1 \leq i \leq m, s_{i} \leq k<0$
in the indeterminates $Y$. The algorithm solves this system and tests whether each of $n$ linear functions from the family
$L:=\left\{L_{i, 0}, i \in J, 1 \leq i \leq m ; y_{j, 0}, j \in J, m<j \leq n\right\}$ does not vanish identically on the space of solutions of the system. If all of them do not vanish identically then take any values of $Y$ which fulfil the system with non-zero values of all the linear functions from the family $L$. Then equation $x_{i}+\sum_{m<j \leq n} a_{i, j} \cdot x_{j}=b_{i}$ determines uniquely $x_{i}$ with $\operatorname{Trop}\left(x_{i}\right)=0$ when $i \in J$ and $\operatorname{Trop}\left(x_{i}\right) \geq 0$ when $i \notin J$.
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in the indeterminates $Y$. The algorithm solves this system and tests whether each of $n$ linear functions from the family
$L:=\left\{L_{i, 0}, i \in J, 1 \leq i \leq m ; y_{j, 0}, j \in J, m<j \leq n\right\}$ does not vanish identically on the space of solutions of the system. If all of them do not vanish identically then take any values of $Y$ which fulfil the system with non-zero values of all the linear functions from the family $L$. Then equation $x_{i}+\sum_{m<j \leq n} a_{i, j} \cdot x_{j}=b_{i}$ determines uniquely $x_{i}$ with $\operatorname{Trop}\left(x_{i}\right)=0$ when $i \in J$ and $\operatorname{Trop}\left(x_{i}\right) \geq 0$ when $i \notin J$. This provides a solution $x$ of the input system $A \cdot X=b$ satisfying $\operatorname{Trop}\left(x_{j}\right)=0$ when $j \in J$ and $\operatorname{Trop}\left(x_{j}\right) \geq 0$ when $j \notin J$ (cf. Lemma).
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Consider the linear system
$L_{i, k}=0,1 \leq i \leq m, s_{i} \leq k<0$
in the indeterminates $Y$. The algorithm solves this system and tests whether each of $n$ linear functions from the family
$L:=\left\{L_{i, 0}, i \in J, 1 \leq i \leq m ; y_{j, 0}, j \in J, m<j \leq n\right\}$ does not vanish identically on the space of solutions of the system. If all of them do not vanish identically then take any values of $Y$ which fulfil the system with non-zero values of all the linear functions from the family $L$. Then equation $x_{i}+\sum_{m<j \leq n} a_{i, j} \cdot x_{j}=b_{i}$ determines uniquely $x_{i}$ with $\operatorname{Trop}\left(x_{i}\right)=0$ when $i \in J$ and $\operatorname{Trop}\left(x_{i}\right) \geq 0$ when $i \notin J$. This provides a solution $x$ of the input system $A \cdot X=b$ satisfying $\operatorname{Trop}\left(x_{j}\right)=0$ when $j \in J$ and $\operatorname{Trop}\left(x_{j}\right) \geq 0$ when $j \notin J$ (cf. Lemma).
Otherwise, if some of the linear functions from the family $L$ vanishes identically on the space of solutions of the system then the input system $A \cdot X=b$ has no solutions satisfying the conditions of Lemma.

## Employing Vandermonde Matrix to Solve a System of Linear Equations/Inequations

functions from the family $L$ the algorithm finds a basis
$w_{1}, \ldots, w_{r} \in(\overline{\mathbb{O}})^{N}$ and a vector $w \in(\overline{\mathbb{O}})^{N}$ where $N=\mid Y$ such that the
$r$-dimensional space of solutions of the linear system is the linear hull of the vectors $w_{1}, \ldots, w_{r}$ shifted by the vector $w$

If each linear function from the family I does not vanish identically on this space then all of them do not vanish on at least one of the vectors from the family

because any linear function can vanish on at most of $r$ vectors from $F$ due to the non-singularity of the Vandermonde matrices.

## Employing Vandermonde Matrix to Solve a System of Linear Equations/Inequations

To test the above requirement of identically non-vanishing of the linear functions from the family $L$ the algorithm finds a basis $w_{1}, \ldots, w_{r} \in(\overline{\mathbb{Q}})^{N}$ and a vector $w \in(\overline{\mathbb{Q}})^{N}$ where $N=|Y|$ such that the $r$-dimensional space of solutions of the linear system is the linear hull of the vectors $w_{1}, \ldots, w_{r}$ shifted by the vector $w$.

## Employing Vandermonde Matrix to Solve a System of Linear Equations/Inequations

To test the above requirement of identically non-vanishing of the linear functions from the family $L$ the algorithm finds a basis
$w_{1}, \ldots, w_{r} \in(\overline{\mathbb{Q}})^{N}$ and a vector $w \in(\overline{\mathbb{Q}})^{N}$ where $N=|Y|$ such that the $r$-dimensional space of solutions of the linear system is the linear hull of the vectors $w_{1}, \ldots, w_{r}$ shifted by the vector $w$.
If each linear function from the family $L$ does not vanish identically on this space then all of them do not vanish on at least one of the vectors from the family
$F:=\left\{w+\sum_{1 \leq I \leq r} p^{\prime} \cdot w_{l}, 1 \leq p \leq|J| r+1 \leq n r+1\right\}$
because any linear function can vanish on at most of $r$ vectors from $F$ due to the non-singularity of the Vandermonde matrices.

## Employing Vandermonde Matrix to Solve a System of Linear Equations/Inequations

To test the above requirement of identically non-vanishing of the linear functions from the family $L$ the algorithm finds a basis
$w_{1}, \ldots, w_{r} \in(\overline{\mathbb{Q}})^{N}$ and a vector $w \in(\overline{\mathbb{Q}})^{N}$ where $N=|Y|$ such that the $r$-dimensional space of solutions of the linear system is the linear hull of the vectors $w_{1}, \ldots, w_{r}$ shifted by the vector $w$.
If each linear function from the family $L$ does not vanish identically on this space then all of them do not vanish on at least one of the vectors from the family
$F:=\left\{w+\sum_{1 \leq I \leq r} p^{\prime} \cdot w_{l}, 1 \leq p \leq|J| r+1 \leq n r+1\right\}$
because any linear function can vanish on at most of $r$ vectors from $F$ due to the non-singularity of the Vandermonde matrices.
So, the algorithm substitutes each of the vectors of $F$ into the linear functions from $L$ and either finds a required one $Y$ or discovers that the input system $A \cdot X=b$ has no solution satisfying the conditions of Lemma.

## Complexity

To estimate the complexity of the designed algorithm observe that it solves the linear system of the size bounded by a polynomial in $n, d$ with the coefficients from a finite extension of $\mathbb{Q}$ having the bit-size less than linear in $M$ and polynomial in $n, d$. Thus, the algorithm solves this system within the complexity polynomial in $M, n, d$, by a similar magnitude one can bound the complexity of the executed substitutions
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## Theorem
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For a given real vector $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{R}^{n}$ one can test whether it belongs to $V$ following the described above algorithm, provided that one is able to test whether $v_{i}-v_{j}$ is an integer and find it in this case.


[^0]:    Both bounds are sharp.

