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This approach is employed in scheduling of Dutch and Korean railways.
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## Corollary

The problem of solvability of tropical linear systems is in the complexity class NP $\cap \operatorname{coNP}$.

Open Problem. Can one test solvability of a tropical linear system within the polynomial complexity, so within $(m \cdot n \cdot \log M)^{O(1)}$ ?

## Tropical and Kapranov ranks

Tropical rank trk (A) of matrix $A$ is the maximal size of its tropically nonsingular square submatrices.
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- For $n \times n$ matrix $B$ testing $\operatorname{trk}(B)=n$ ( $\Leftrightarrow B$ is tropically nonsingular) has polynomial complexity due to Hungarian algorithm (Butkovic-Hevery);
- $\operatorname{trk}(A)=r$ is NP-hard, $\operatorname{trk}(A) \geq r$ is NP-complete (Kim-Roush);
- Solvability of polynomial equations over $R$ is reducible to
$K_{r k}(A)=3$ (Kim-Roush).
Example $R=\mathbb{Q}$ or $R=G F[p](t)$.
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System \(g_{0}=\cdots=g_{k}=0\) has a solution in the projective space iff the ideal generated by \(g_{0}, \ldots, g_{k}\) does not contain the power \(\left(X_{0}, \ldots, X_{n}\right)^{N_{0}}\) of the coordinate ideal for \(N_{0}=\operatorname{deg}\left(g_{0}\right)+\cdots+\operatorname{deg}\left(g_{n}\right)-n\). (Lazard)

In the dual form this means that system \(g_{0}=\cdots=g_{k}=0\) has a solution in the projective space iff the homogeneous linear system with submatrix \(C_{N_{0}}^{(\text {hom })}\) of the Macauley matrix \(C\) generated by the columns with the degrees of monomials equal \(N_{0}\), has a non-zero solution.
Thus, the bound on the degrees of monomials in the Macauley matrix in the affine Nullstellensatz is roughly the product of the degrees (Bezout number) of the polynomials in the system,
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Let \(g_{0}, \ldots, g_{k} \in \mathbb{C}\left[X_{0}, \ldots, X_{n}\right]\) be homogeneous polynomials with \(\operatorname{deg}\left(g_{0}\right) \geq \operatorname{deg}\left(g_{1}\right) \geq \cdots\).

\section*{Theorem}

System \(g_{0}=\cdots=g_{k}=0\) has a solution in the projective space iff the ideal generated by \(g_{0}, \ldots, g_{k}\) does not contain the power \(\left(X_{0}, \ldots, X_{n}\right)^{N_{0}}\) of the coordinate ideal for \(N_{0}=\operatorname{deg}\left(g_{0}\right)+\cdots+\operatorname{deg}\left(g_{n}\right)-n\). (Lazard)

In the dual form this means that system \(g_{0}=\cdots=g_{k}=0\) has a solution in the projective space iff the homogeneous linear system with submatrix \(C_{N_{0}}^{(\text {hom })}\) of the Macauley matrix \(C\) generated by the columns with the degrees of monomials equal \(N_{0}\), has a non-zero solution.
Thus, the bound on the degrees of monomials in the Macauley matrix in the affine Nullstellensatz is roughly the product of the degrees (Bezout number) of the polynomials in the system, while the bound in the projective Nullstellensatz is roughly the sum of the degrees,

\section*{Tropical dual effective Nullstellensatz: finite case} Assume w.l.o.g. that for tropical polynomials \(h=\bigoplus_{J}\left(a_{J} \otimes X^{\otimes J}\right)\) in \(n\) variables which we consider, function \(J \rightarrow a_{J}\) is concave on \(\mathbb{R}^{n}\).
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Conjecture is that the latter bound is \(O\left(\operatorname{trdeg}\left(h_{1}\right)+\cdots+\operatorname{trdeg}\left(h_{k}\right)\right)\).
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Conjecture is that the latter bound is \(O\left(\operatorname{trdeg}\left(h_{1}\right)+\cdots+\operatorname{trdeg}\left(h_{k}\right)\right)\). In case \(k=2, n=1\) the bound \(\operatorname{trdeg}\left(h_{1}\right)+\operatorname{trdeg}\left(h_{2}\right)\) was proved by Tabera using the classical resultant and Kapranov's theorem:
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\section*{Theorem}

Tropical polynomials \(h_{1}, \ldots, h_{k}\) have a solution over \(\mathbb{R}\) iff tropical linear system \(H_{N} \otimes\left(z_{0}, \ldots, z_{L}\right)\) has a solution over \(\mathbb{R}\) where \(H_{N}\) is (finite) submatrix of \(H\) generated by its rows \(X^{\otimes l} \otimes h_{i}, 1 \leq i \leq k\) for \(|I| \leq N=(n+2) \cdot\left(\operatorname{trdeg}\left(h_{1}\right)+\cdots+\operatorname{trdeg}\left(h_{k}\right)\right) \cdot\) (G.-Podolskii)

Conjecture is that the latter bound is \(O\left(\operatorname{trdeg}\left(h_{1}\right)+\cdots+\operatorname{trdeg}\left(h_{k}\right)\right)\). In case \(k=2, n=1\) the bound \(\operatorname{trdeg}\left(h_{1}\right)+\operatorname{trdeg}\left(h_{2}\right)\) was proved by Tabera using the classical resultant and Kapranov's theorem: for a polynomial \(f \in R\left(\left(t^{1 / \infty}\right)\right)\left[x_{1}, \ldots, x_{n}\right]\) it holds:
\(\operatorname{Prevariety}(\operatorname{Trop}(f))=\operatorname{Trop}(\operatorname{Variety}(f))\)

\section*{(Convex)-geometrical rephrasing of the tropical dual Nullstellensatz over \(\mathbb{R}\) (finite case)}

\title{
(Convex)-geometrical rephrasing of the tropical dual Nullstellensatz over \(\mathbb{R}\) (finite case)
}

For a tropical polynomial \(h=\bigoplus_{J}\left(a_{J} \otimes X^{\otimes J}\right)\) consider its extended Newton polyhedron \(G\) being the convex hull of the graph \(\left\{(J, a): a \leq-a_{J}\right\} \subset \mathbb{R}^{n+1}\). As vertices of \(G\) consider all the points of the form \((I, c), I \in \mathbb{Z}^{n}\) on the boundary of \(G\).
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The tropical dual (infinite) Nullstellensatz over \(\mathbb{R}\) is equivalent to the following.
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The tropical dual (infinite) Nullstellensatz over \(\mathbb{R}\) is equivalent to the following.
For any \(I, i\) take the maximal \(b:=b_{l, i}\) such that a vertical shift \(G_{i}^{(I)}+(0, b) \leq Y\) (pointwise as graphs on \(\mathbb{Z}^{n}\) ).
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The tropical dual (infinite) Nullstellensatz over \(\mathbb{R}\) is equivalent to the following.

For any \(I, i\) take the maximal \(b:=b_{l, i}\) such that a vertical shift \(G_{i}^{(I)}+(0, b) \leq Y\) (pointwise as graphs on \(\mathbb{Z}^{n}\) ).
Assume that \(G_{i}^{(I)}+(0, b)\) has at least two common points with \(Y\).

\title{
(Convex)-geometrical rephrasing of the tropical dual Nullstellensatz over \(\mathbb{R}\) (finite case)
} For a tropical polynomial \(h=\bigoplus_{J}\left(a_{J} \otimes X^{\otimes J}\right)\) consider its extended Newton polyhedron \(G\) being the convex hull of the graph \(\left\{(J, a): a \leq-a_{J}\right\} \subset \mathbb{R}^{n+1}\). As vertices of \(G\) consider all the points of the form \((I, c), I \in \mathbb{Z}^{n}\) on the boundary of \(G\). Let \(G_{i}\) correspond to \(h_{i}, 1 \leq i \leq k\). Denote by \(G^{(I)}:=G+(I, 0)\) a horizontal shift of \(G\). Solution \(Y:=\left\{\left(J, y_{J}\right)\right\} \subset \mathbb{Z}^{n} \times \mathbb{R}\) of a tropical linear system \(H \otimes Y\) treat also as a graph on \(\mathbb{Z}^{n}\).

The tropical dual (infinite) Nullstellensatz over \(\mathbb{R}\) is equivalent to the following.

For any \(I, i\) take the maximal \(b:=b_{l, i}\) such that a vertical shift \(G_{i}^{(I)}+(0, b) \leq Y\) (pointwise as graphs on \(\mathbb{Z}^{n}\) ).
Assume that \(G_{i}^{(I)}+(0, b)\) has at least two common points with \(Y\). Then there is a hyperplane in \(\mathbb{R}^{n+1}\) (not containing the vertical line) which supports (after a parallel shift) each \(G_{i}, 1 \leq i \leq k\) at least at two points.

\section*{Tropical dual effective Nullstellensatz over \(\mathbb{R}_{\infty}\)}
```

Theorem
\Delta systom ni tropical polynomials h_ ..... hk has a zero over Ros iff the
tropical non-homogeneous linear system with a finite submatrix H}\mp@subsup{H}{N}{}\mathrm{ of
the Macauley matrix H generated by its rows X\otimes1\otimeshi,1\leqi\leqk has a
tropical solution over }\mp@subsup{\mathbb{R}}{\infty}{}\mathrm{ where tropical deqrees
||<N=O(kn2}(2\mp@subsup{\operatorname{max}}{1\leqj\leqk{trdeg}{\prime}(\mp@subsup{h}{j}{})}\mp@subsup{)}{}{O(min{n,k})})\mathrm{ (G.-Podolskii)

```
Thus, the following table of bounds for effective Nullstellensätze
demonstrates a similarity of tropical aeometry with the complex ore

\section*{Tropical dual effective Nullstellensatz over \(\mathbb{R}_{\infty}\)}
```

Theorem
A system of tropical polynomials }\mp@subsup{h}{1}{},···,\mp@subsup{h}{k}{}\mathrm{ has a zero over }\mp@subsup{\mathbb{R}}{\infty}{}\mathrm{ iff the tropical non-homogeneous linear system with a finite submatrix $H_{N}$ of the Macauley matrix $H$ generated by its rows $X^{\otimes I} \otimes h_{i}, 1 \leq i \leq k$ has a tropical solution over $\mathbb{R}_{\infty}$ where tropical degrees $|I|<N=O\left(k n^{2}\left(2 \max _{1 \leq j \leq k}\left\{\operatorname{trdeg}\left(h_{j}\right)\right\}\right)^{O(\min \{n, k\})}\right)$ (G.-Podolskii)

```
\(\square\)

\section*{Tropical dual effective Nullstellensatz over \(\mathbb{R}_{\infty}\)}

\section*{Theorem}

A system of tropical polynomials \(h_{1}, \ldots, h_{k}\) has a zero over \(\mathbb{R}_{\infty}\) iff the tropical non-homogeneous linear system with a finite submatrix \(H_{N}\) of the Macauley matrix \(H\) generated by its rows \(X^{\otimes I} \otimes h_{i}, 1 \leq i \leq k\) has a tropical solution over \(\mathbb{R}_{\infty}\) where tropical degrees \(|l|<N=O\left(k n^{2}\left(2 \max _{1 \leq j \leq k}\left\{\operatorname{trdeg}\left(h_{j}\right)\right\}\right)^{O(\min \{n, k\})}\right)\) (G.-Podolskii)

Thus, the following table of bounds for effective Nullstellensätze demonstrates a similarity of tropical geometry with the complex one
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Thus, the following table of bounds for effective Nullstellensätze demonstrates a similarity of tropical geometry with the complex one
\begin{tabular}{lcc} 
Classical & Projective & Affine \\
Tropical & Finite \((\mathbb{R})\) & Infinite \(\left(\mathbb{R}_{\infty}\right)\) \\
Bound & Sum of degrees & Product of degrees
\end{tabular}
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Thus, the following table of bounds for effective Nullstellensätze demonstrates a similarity of tropical geometry with the complex one
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Classical & Projective & Affine \\
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Bound & Sum of degrees & Product of degrees
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What is the reason of this analogy between projective vs. affine and finite vs. infinite?

\section*{Sharpness of the bounds in tropical effective Nullstellensätze}
```

Finite case
Svstem of n+1 tropical (quadratic) polynomials
has no tropical zeroes. On the other hand, submatrix }\mp@subsup{H}{n-1}{}\mathrm{ of the
Macauley matrix H has a finite (over \mathbb{R}) tropical solution (the sum of
the tropical degrees equals 2n).

```
has no tropical zeroes. On the other hand, submatrix \(H_{d^{n}-1}\) has an
infinite (over \(\mathbb{R}_{\infty}\) ) tropical solution (the product of the tropical degrees
equals \(2 d^{n-1}\) ).

\section*{Sharpness of the bounds in tropical effective Nullstellensätze}

\section*{Finite case}

System of \(n+1\) tropical (quadratic) polynomials
\(0 \oplus X_{1}, \quad X_{i}^{\otimes 2} \oplus X_{i+1}, 1 \leq i<n, \quad 1 \oplus X_{n}\)
has no tropical zeroes. On the other hand, submatrix \(H_{d^{n}-1}\) has an infinite (over \(\mathbb{R}_{\infty}\) ) tropical solution (the product of the tropical degrees equals \(2 d^{n-1}\) ).
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\section*{Infinite case}

System of \(n+1\) tropical polynomials
\(0 \oplus Y \otimes X_{1}, \quad X_{i}^{\otimes d} \oplus X_{i+1}, 1 \leq i<n, \quad X_{n-1}^{\otimes d} \oplus 1 \otimes X_{n}\)

\section*{Sharpness of the bounds in tropical effective Nullstellensätze}

\section*{Finite case}

System of \(n+1\) tropical (quadratic) polynomials
\(0 \oplus X_{1}, \quad X_{i}^{\otimes 2} \oplus X_{i+1}, 1 \leq i<n, \quad 1 \oplus X_{n}\)
has no tropical zeroes. On the other hand, submatrix \(H_{n-1}\) of the Macauley matrix \(H\) has a finite (over \(\mathbb{R}\) ) tropical solution (the sum of the tropical degrees equals \(2 n\) ).

\section*{Infinite case}

System of \(n+1\) tropical polynomials
\(0 \oplus Y \otimes X_{1}, \quad X_{i}^{\otimes d} \oplus X_{i+1}, 1 \leq i<n, \quad X_{n-1}^{\otimes d} \oplus 1 \otimes X_{n}\) has no tropical zeroes.

\section*{Sharpness of the bounds in tropical effective Nullstellensätze}

\section*{Finite case}

System of \(n+1\) tropical (quadratic) polynomials
\(0 \oplus X_{1}, \quad X_{i}^{\otimes 2} \oplus X_{i+1}, 1 \leq i<n, \quad 1 \oplus X_{n}\)
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\section*{Sharpness of the bounds in tropical effective Nullstellensätze}

\section*{Finite case}

System of \(n+1\) tropical (quadratic) polynomials
\(0 \oplus X_{1}, \quad X_{i}^{\otimes 2} \oplus X_{i+1}, 1 \leq i<n, \quad 1 \oplus X_{n}\)
has no tropical zeroes. On the other hand, submatrix \(H_{n-1}\) of the Macauley matrix \(H\) has a finite (over \(\mathbb{R}\) ) tropical solution (the sum of the tropical degrees equals \(2 n\) ).

\section*{Infinite case}

System of \(n+1\) tropical polynomials
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\section*{Corollary}

The number of connected components of \(V\) does not exceed the number of generalized vertices of system \(B\).

\section*{Stable solutions and tropical Bezout theorem}

For system \(C\) of \(n\) tropical polynomials \(h_{1}, \ldots, h_{n}\) in \(n\) variables of degrees \(d_{1}, \ldots, d_{n}\) defining a tropical prevariety \(V\) a point \(x \in V\) is called a stable solution of \(C\) if for any sufficiently small perturbation of the coefficients of \(C\) there exists a point in the perturbed tropical prevariety in a neighborhood of \(x\).
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\section*{Theorem}
(Tropical Bezout theorem)
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\section*{Sharp bound on Betti numbers?}

The following bound is sometimes (say, for a small \(d\) ) better.

\section*{Proposition}

The sum of Betti numbers is less than
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\section*{Proposition}

The latter bound holds on the number of linear hulls of all the faces of the tropical prevariety.

The proof involves the general Tropical Bezout Theorem in terms of mixed Minkowski volumes (Bertran-Bihan, Steffens-Theobald).

\section*{Construction of a tropical polynomial system with many isolated points} solutions.

\section*{Construction of a tropical polynomial system with many isolated points}

\section*{Theorem}

One can construct a tropical system with \(k(n-1), k \geq 3\) polynomials in \(n \geq 2\) variables of degrees \(4 d, d \geq 1\) with \(2(k-1)^{n-1} d^{n}\) isolated solutions.
projection of \(n=2\)
Newton polytope Tropical curve


System A: \(k\) tropical curves shifted down by 3,6,.., \(3(k-1)\); isolated points of \(A\) :
\[
\alpha, \beta-3 j), 0 \leq j \leq k-2
\]

projection of
\[
n=2
\]
pret of \(n=2\)

\[
\delta-x>3 k
\]


System B: the curve is shifted down by \(3,6, \ldots, 3(k-1)\). The resulting \(k\) curves have \(2(k-1) d^{2}\) isolated intersection points.
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A finite vector \(y=\left(y_{1}, \ldots, y_{n}\right)=:\left(y^{(1)}, \ldots, y^{(t)}\right) \in \mathbb{Z}^{n}\) is produced (where \(y^{(1)}, \ldots, y^{(t)}\) is its partition corresponding to the block structure) such that each diagonal block \(A_{p, p}, 1 \leq p \leq t-1\) has * (with respect to vector \(y^{(p)}\) ) everywhere on its diagonal and no \(*\) above the diagonal. Matrix \(A_{p, p}\) is of size \(u_{p} \times v_{p}\) with \(u_{P} \geq v_{p}\).
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\section*{Continuation: modifying candidate for a solution}

To be closer to the finite case \(\mathbb{Z}\) extend the lowest block \(\overline{A_{t, 1}} \overline{A_{t, 2}} \cdots \overline{A_{t, t-1}} \overline{A_{t, t}}\) of \(A^{\prime}\) by joining to it the first row of \(A\) as its first row. The resulting extension of matrix \(\overline{A_{t, t}}\) denote by \(C\).
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\section*{Lemma}
\(L \subset S\) and in the course of the algorithm while modifying \(S\), the next \(S\) is a subset of the previous one.

The algorithm modifies \(y^{(t)}\) while \(L \neq S\).
If \(L=S\) then (after suitable permutations of the rows and columns)
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This completes the inductive step of the algorithm and constructing a new block structure of matrix \(A\).
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