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Random Sources (of texts)
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Dynamical sources

0 a b c
M(x) = caccab. ..

Deterministic mechanism:
1) an alphabet ©
2) an encoding function o

3) A shift function T

Random choice:
4) An initial density £
Word produced:
M(x) := (0(x),0(Tx),o(T%x),...)

Fundamental intervals:

v = {x|M(x) begins with w}.
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Dynamical sources

Deterministic mechanism:

L’ 1) an alphabet ¥

. 2) an encoding function o
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|
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Dynamical sources
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Deterministic mechanism:
1) an alphabet ¥
2) an encoding function o

3) A shift function T

Random choice:
4) An initial density £
Word produced:
M(x) := (0(x),0(Tx),o(T%x),...)

Fundamental intervals:

v = {x|M(x) begins with w}.

Jérémie Bourdon and Brigitte Vallée Pattern Matching on Correlated Sources



Dynamical sources

0 a b c
M(x) = caccab. ..

Deterministic mechanism:
1) an alphabet ©
2) an encoding function o

3) A shift function T

Random choice:
4) An initial density £
Word produced:
M(x) := (0(x),0(Tx),o(T%x),...)

Fundamental intervals:

v = {x|M(x) begins with w}.

Jérémie Bourdon and Brigitte Vallée Pattern Matching on Correlated Sources



Density transformer operator

fy is the initial density on [0, 1]
X R.V. of density fy

| T

T X R.V. of density f; (77)

f
LT .
|
I
T2 X R.V. of density £, (77) |
|
\
LT X
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Density transformer operator

fy is the initial density on [0, 1]
X R.V. of density fy

| T

T X R.V. of density f; (77)
1T

T2 X R.V. of density £, (77)

| T

A(y) = D IHn()fo 0 bm(y) =: GlA](y)

mex

dx,

de

To

X3 = ha(y)
xp = hp(y)
G = h(y)
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Dynamical sources and Information Theory
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Dynamical sources and Information Theory

1
Pu ::/ f(t)dt:/ (B, |F o hu(8)dt, b = (T)|7!
w 0
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Dynamical sources and Information Theory

1
Pu = /I f(t)dt:/o Gu [F](£)dt

(z,u) = Zp u€w) Zwl — M(z, u):ZGWuC(W)zW

Pw-w’ = PwPw’ — GW'W’ = GW’ o GW

Jérémie Bourdon and Brigitte Vallée Pattern Matching on Correlated Sources



Nice “decomposable” Sources

A Dynamical Source is called "decomposable” if its density
transformer, when acting on an adapted Banach space, posses a
unique dominant eigenvalue separated from the remainder of the
spectrum by a “spectral gap”.

When the alphabet is finite, this property is satisfied when branches
are expansives and when the source is topologically mixing.

G"=\NP+N",  (A=1).

(on the functionnal space BV(Z) endowed with the norm
]| = sup [f] + V(f))-
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Core of the method

Matricial operator for counting oy / / i/

(“flat” density transformer)

Generating functions
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1 - A matricial operator for counting

We first construct the DFA that recognize 2 *R
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1 - A matricial operator for counting

We first construct the DFA that recognize 2 *R

{fa} 0 0 0
7| 16y {b} {b} {b}

{c} {a,c} {c} {c}

o0 {a} {a}

Jérémie Bourdon and Brigitte Vallée Pattern Matching on Correlated Sources



1 - A matricial operator for counting

We first construct the DFA that recognize 2 *R

p, 0 0 0

T — Pb Pb Pp  Pb
Pc Pat+PpPc Pc Pc
0 0 Pa  Pa
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1 - A matricial operator for counting

We first construct the DFA that recognize 2 *R

b
a a
b
6 a,C|
—
(3
b Cc
C
G, 0 0 0

Gy Gy G, G,
G. G,+G. G, G,
0 0 uG, uG,
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1 - A matricial operator for counting

We first construct the DFA that recognize 2 *R

b
a,Cl ba
< a
b [+
G, 0 0 0 \" /1
G G G, G 0] .
M(z,u):Z(l,...’l) G’Z Ga—i—bGC Gi’ GIZ |z

0 0 uG, uG, 0
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2 - A mixed source

A automaton with r states, 6(m, /) its transition function.
The mixed source is defined on interval |0, r[, for alphabet
Y x{1l,...,r}, by

z—m,i =Im+i, jm,l' = jm+5(mv ’)7 hmJ(t) = hm(tié‘(mv I))Jr’

0 1 2 3
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2 - A mixed source

A automaton with r states, d(m, i) its transition function.
The mixed source is defined on interval |0, r[, for alphabet
Y x{l,...,r}, by

)

Imi - m+i7 jm,i - jm+5(ma ’)7 hm,i(t) - hm(t—é(m, ’))+’

@ The mixed alphabet is finite (of size |X| x r)
@ The mixed branches are expansives

@ The mixed source is topologically mixing (if any state of the
automaton can be reached for any other state)
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2 - A mixed source

A automaton with r states, d(m, i) its transition function.
The mixed source is defined on interval |0, r[, for alphabet
Y x{l,...,r}, by

Im,i = m—l—i, jmﬂ' = jm+(5(m, i), hm7,'(t) = hm(t—é(m, i))+i

The mixed alphabet is finite (of size |X| x r)

The mixed branches are expansives

The mixed source is topologically mixing (if any state of the
automaton can be reached for any other state)

& acts on BV/(]0, r[) and decomposes as

& = AP+ N
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3 - Matricial operator vs “flat” operator

® and T are conjugated by V,
B=VoToW !

ou V: (BV(Z))" — BV(]o,r]),
V(g1, ... 8r)) Zﬂ[, 1,i(x) - gilx —i+1)

T =X P +N
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3 - Matricial operator vs “flat” operator

® and T are conjugated by V,
B=VoToW !

ou V: (BV(Z))" — BV(]o,r]),
V(g1, ... 8r)) Zﬂ[, 1,i(x) - gilx —i+1)
T(u) = Mu)P(u) + N(uv)

Analytical perturbation
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E[Cn] = N (1)crn + o(n),
V[Cal = (N"(1) + X (1) = (N'(1))*)c2n + o(n)

C, follow asymptotically a gaussian law.
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