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Abstract

In this article, we deal with rigorous average case analysis of NP complete problems, relying on some
mathematical tools from complex analysis and probability theory. We consider here one of the historical
prototype of such problems: Maximum Independent Set (MIS).

For a large class of exhaustive algorithms which always find exactly a MIS, their complexity is di-
rectly related to their number of iterations. Under the T'(n, m) and G(n, p) distribution for graphs, we
give some fascinating phase transitions between exponential (A™), superpolynomial (n'™™), and polyno-
mial (n¢) average complexities.

Our approach gives a precise picture of the “complexity landscape” of these algorithms, depending
on the average degree (or the ratio vertices/edges) of the graph, and gives access to the location of the
“hard regions” where people could then sample their inputs if they want to make some benchmarks (may
it be for the worst or average case).

The challenging associated mathematical aspects force us to introduce new analyses (for a large
class of recurrences), which will clearly be of interest for many other NP hard problems (typically,
optimization problems on graphs).

Direct applications cover graph 3-coloring (which is also a deep motivation for considering our class
of exhaustive Tarjan-Chvatal like algorithms), and numerous constraint satisfaction problems.

1 Introduction

1.1 Some considerations on worst and average case analysis of algorithms

Recently, there have been some studies on relationships between worst case and average case complexity
(e.g. the introduction of the notion of “smoothed analysis” allowed to prove that perturbation of worst
cases of some simplex-like algorithms are easy to solve [44] ; for some discrete algorithms, it was also
be proven [2] that some natural perturbations of the worst cases don’t coincide with the hardest regions of
the algorithm ; these ideas have also been applied to Knapsack like problems [5]). This allows to have a
better understanding of complexity landscapes of algorithms: where are the “easy regions”, the hard ones?



This can be useful e.g. in cryptography [33], so that people don’t sample inputs (in an *easy on average*
region) for an NP-complete problem. This can also be useful in order to tune some algorithms so that they
behave faster (this kind of reverse engineering questions are in one sense the starting idea of some sampling
algorithms [3] or the Boltzman method [18]).

One of the exiting aspects of Spielman and Teng’s notion of smoothed analysis is that they succeeded
in applying this idea to combinatorial optimization, where there have been thousands of results related to
worst-case studies, but much less related to average-case complexity (let us just mention some interesting
cases: the polynomial complexity of the simplex algorithms [9], works on 2-SAT [8], and different other
success stories mainly related to random graphs with some tools from probability theory [43] or statistical
physics [37] or, in a sense, a mixture of them [32]).

The lack of average-case results in combinatorial optimization can partly be explained by the fact that
optimization problems often involved many variables, and that rigorous analysis of their complexity will
therefore often rely on multivariate asymptotics, a subject which is too difficult for the actual mathematical
technologies. This explains partly why so many articles are dedicated to heuristics/experimentations. An-
other reason is that for a lot of optimization problems, this is not clear to say that such given distribution on
the inputs is more pertinent that such other one. As average case analysis relies first on a chosen distribu-
tion (e.g. the uniform distribution), we could then have as many complexity results as assumptions on the
distribution. From a mathematical point of view, it is also often the case that the iterations of the algorithm
destroy the initial probabilistic model of the inputs, making any rigorous analysis very hard. Last but not
least, even if people agree on a probabilistic model, it could sometimes be very difficult to generate inputs
according to this distribution, and it can be almost impossible (too time-consuming, exponential complexity
of NP hard problems...) to make benchmarks.

All of this makes average-case analysis of optimization problems, a field still largely open, and deeply
challenging.

Note that we deal in this article with average-case complexity of some algorithms for an NP problem,
and not of *all* algorithms for this problem. We therefore don’t have the pretencion to bring new results on
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P=NP, however we believe that our analysis gives more insight on this question.

In this article, we have what we believe to be an original approach to optimization NP-hard problems,
for two reasons:

o first, the tools: it is one of the first applications of analytic combinatorics (in the sense of Flajolet-
Knuth-Sedgewick [25, 35]) to optimization problems. We therefore hope to give the desire to people
from analytic combinatorics to have a look on this large field of applications, and to people from
combinatorial optimization to have a look on the kind of tools we are using, in order to recycle them!
This also leads to some new interesting mathematical challenges (e.g. asymptotics of new families of
recurrences).

e second, the results: we make a precise average case analysis of some NP-hard problems, giving
more insights on their thresholds phenomena (why and where a large class of algorithms behaves
polynomially/sub-exponientially/exponentially). This also leads to some new interesting computer
science challenges (for designing more efficient algorithms).

In this article, we consider one of prototype of NP-complete problems: the maximum independent set
problem (but our results can be applied, for free, to many more NP-complete problems!).
1.2 Maximum independent set

Definitions (MIS): In a graph G, an “independent set” (also called “stable set”) is a set of vertices without
edges between them. Amongst all independent sets of G, consider those of maximum size (=those containing



the largest number of vertices). These are called “maximum independent set” (MIS)'. Finding such a set is a
NP-hard problem. Deciding if a graph have a MIS of size k, deciding if a subset is a MIS, are NP-complete
problems (this is typically proven via a reduction to SAT). This problem was one of Richard Karp’s original
21 problems shown NP-complete in his 1972 seminal article [34].

There are many fascinating aspects of MIS with respect to approximation: if we draw with probability
1/2 the edges of a graph, almost all such graphs have a MIS of size 21og, n(1 + o(1)), but it is still an open
problem to find (in polynomial time) an independent set of size (1 + €) logy 1, while a greedy algorithm
can reach log, n (a similar challenge exist for different distributions on the graphs) [26]. If we care for
worst-case approximation, the situation is even... worst: even when the size of the MIS is almost n, there
is no algorithm which can always say ”OK, this graph has a MIS of size larger than n®” (more rigorously,
under the technical assumption NP # ZPP, there is no way to find a n'~¢ approximation algorithm for
the maximum independent set problem [27]). On the other hand, it is possible to detect in polynomial time
the existence of larger MIS (of size at least n(Inlnn)?/(Inn)3, see [23]). All these results may sound
anecdotal, but it is noteworthy that most of them were derived thanks the introduction of tools which have
deep repercussions on some other computer science questions.

For people not familiar with the zoo of complexity classes, we refer to [1], and for those who wants a
quick (but detailed!) overview of approximations results, we refer to [14].

For finding thousands of articles related to our work, it could be useful to mention that the size of a MIS
of a graph G is often denoted «(G) and called the “stability number” of G. Note that a MIS will always be
a maximal clique in the complement graph?, so these two problems (MIS and max clique) are “equivalent”.
Other “equivalent” questions are minimum independent dominating problem or minimal vertex cover (= the
complement of a maximal independent set, which have been studied in statistical mechanics in connection
with the hard-sphere lattice gas model, a mathematical abstraction of fluid-solid state transitions). These
are all sets that can be found by an algorithm that lists all MIS. As cliques and questions of colorability
of graphs have a strong relationships, it is not surprising that the exhaustive algorithms we study can be
used to tackle graph coloring. E.g., Lawler [36] observed that listing maximal independent sets can also
be used to find 3-colorings of graphs: a graph can be 3-colored if and only if the complement of one of
its maximal independent sets is bipartite (and then, for sure, you can test bipartiteness in linear time (and
constant memory) by a parity argument, or in constant time (and linear memory) with slight changes on the
basic algorithms).

For a lot of NPO problems, there will be the similar questions: cost of finding a set, cost of giving
(or bounding) its size, in the worst or average case, with memory concerns or not. Some results lead to a
speed-up of the algorithms/bounds by an ad-hoc structural study of the inputs, here we will consider some
exhaustive algorithms, working on graphs. The huge advantage of this is that is clearly an upper bound
to the average-complexity of algorithms for all these previous questions. If we can give upper bound for
our “stupid” scheme, then they can be applied directly to the worst and average-complexity of hundreds of
related problems !

All of this gives strong motivations for studying the exhaustive algorithms that we present hereafter.

'In the sequel, we will always abbreviate “maximum independent set” into MIS, in order to spare trees. Note that “maximal
independent set” is another notion: it is a set such that if you try to add any vertex to it, then there is an edge linking this vertex to
another vertex from the set. Any MIS is maximal IS, but a maximal IS is often not a MIS! Note that the exhaustive algorithm we
will study is immediately suitable to list all maximal IS.

“There is an edge between vertice a and b in the “complement” of a graph G if and only if there is no edge between a and b in
G. Tt is then clear that there is a clique of size at least k if and only if there is an independent set of size at least k in the complement
graph, since if a subgraph is complete, its complement subgraph has no edges at all.



2 Algorithms

ExhaustiveMIS:=procedure (G,IS) global List;

if G=empty graph then

List:=List U IS //ISisamaximallIS, and the algorithm needs to end its exhaustive search to decide
if it is actually a MIS.

else //wenow consider the “pivot” vertex v of smallest label:

ExhaustiveMIS (G —wv,IS) //assumingv ¢ IS.

ExhaustiveMIS (G — (v and all its neighbours), ISU{v}) //assuminguv € IS

end 1if

end procedure;

BasicAlgorithm:=procedure (G) ;

List:={}; //will contain the list of all the maximal IS.

ExhaustiveMIS (G,{});

RETURN (the largest sets in List) //this will give the list of the MIS

end;

The Basic Algorithm can be optimized by removing, at the beginning of each iteration all the “tree com-
ponents” from the graph. It is indeed possible to find in polynomial time the MIS of these components. It
is even also possible to remove all the prunable® nodes; we call the “optimized algorithm” the algorithm
which does these prunings. Note that this optimization won’t affect the “nature” of the complexity of this
algorithm, may it be polynomial O(n?), subexponential O(n'™(™), or exponential O(A™).

We call the class of algorithm having such a scheme “algorithms of the Chvatal-Tarjan type”, as they are
directly inspired of [12] and [45]. The principle of this algorithm is at the core of many algorithms, which
all behave like (1 + «)”, and there is a quest for finding the smallest «, even for some restricted classes of
graphs (e.g., graphs of bounded degree).

It is for sure also possible to optimize the choice of the “pivot” vertex v (mostly if we care to find just a
MIS). This leads to what Chvatal called f-driven algorithms (f being the function which chooses which v we
take after each iteration, it could e.g. be the vertex of smallest degree). Chvatal also then considers at once
numerous possible pruning or branching/bounding* strategies by what he calls “length of recursive proofs”:
this will correspond to the smallest part of the binary tree associated to the iterations of the algorithm that
you need in order to be sure you got a MIS.

Indeed, pruning just the “prunable” nodes remains a naive approach, and we can go to much more com-
plicated kind of prunings (as this is the case in the article by Tarjan and Trojanowski), it is also easy to
design several bounding techniques (e.g. relying on the current depth in the tree, and the size of previously
obtained IS). We don’t say more on all these possible improvements and we will in this article only consider
our “stupid” schemes (the “basic algorithm” and the “optimized algorithm”) as they give bounds for any
more cleaver algorithm, and as we believe these bounds to be more general and tight (in terms of the classi-
fication we address in this article: polynomial, superpolynomial, subexponential, exponential complexities).

Our believing relies on the analysis of the following basic recurrence for u,,, the average number of

iterations of our algorithms:
n—1

b = i1+ Y Pk fin—k—1 (1)
k=0

which mimics the fact that we always first consider the vertex v as not being in the IS (and therefore we have

3We call “prunable” any node of degree 0,1,2 (after iterations of deletion of such nodes).

“From Wikipedia: “Branch and bound is a general algorithm for finding optimal solutions of various optimization problems,
especially in discrete and combinatorial optimization. It consists of a systematic enumeration of all candidate solutions, where large
subsets of fruitless candidates are discarded en masse, by using upper and lower estimated bounds of the quantity being optimized.”



to pay the cost of a T;,_; exhaustive search) and then we consider v as being in the IS and so we have to pay
the price of an exhaustive search on the graph remaining after removing v and its neighbours (p,, ;. being the
probability to have k neighbours). Now let us imagine that we get one day a much faster algorithm (such a
scheme is also possible for other problems than MIS) such that:

Pn = HUn—A F Hgn

which mimics the fact that we always first remove a fixed number A (and therefore it remains to pay the cost
of a uu,,— 4 exhaustive search) or a given proportion p (0 < p < 1) of vertices (and therefore it remains to pay
the cost of a y4, exhaustive search, where g := 1—p). We can prove that such a (yet unknown) tremendously
cleaver algorithm has still an n'™™ complexity (like our stupid algorithm). This explains why we don’t
want to go into a precise analysis of deeply optimized algorithms, as it will with high probability lead to
complexities of the same order as our optimized algorithm! What is more, some of these optimizations are
however a pain in the neck from a practical point of view, as they can lead to a drastic increased need of
memory (e.g. pruning computations “already done” would lead from a polynomial (n3/3) to an exponential
n?A™ space complexity !). Another drawback of optimization will be that we lost some applications of
exhaustive search (like 3-colorability).

As pointed out by Scott and Sorkin [43], it is (much) more difficult to get results on expectation than
almost always true results: exponentially rare events could have an exponentially large contribution, there-
fore impacting the average cost of the algorithm ; and thus it may be possible that these rare events lead to
an exponential average-complexity for the algorithm, whereas almost all inputs give a linear complexity !

We therefore, on these aspects, improve some results of Chvatal and Pittel. We also give (exponentially
better) bounds for several areas, and give precise locations of the phase transitions.

It is also noteworthy that our scheme of algorithms is finally not “necessarily” linked to the MIS problem
but in fact to quite a large bunch of branch and bound algorithms, a similar scheme can indeed be applied to
numerous MAX 2-CSP (binary 2-variable constraint satisfaction problems) like Max Cut, Max Dicut, Max
2 Lin, Max 2-SAT Max Ones-2-SAT and other examples from [43].

2.1 The G(n,p) graph model

This model corresponds to a probabilistic model over the graphs with n vertices for which we put (with
probability p) an edge between each pair of vertices. I.e., one has 2(;) graphs, and each graph with n
vertices and m edges appears with the probability ((7%)) p"(1 — p)(g) ~". We refer to [7, 31] for the nice
probabilistic methods typically used for this model. Note that under the G(n, p) model, the fundamental
recurrence (3) is rephrased as

Xn = anl + Xn—l—BiH(n_lvp) (2)

n—1
n—1 g
b = 1+ Y < L )pkq” ML 11 where i, = E[X,,]. 3)
k=0

2.2 TheI'(n,m) graph model

This model corresponds to the uniform distribution amongst all graphs with n vertices having the same

number of edges, i.e. each graph with n vertices and m edges appear with the probability 1/ ((7%))
We refer to [30, 25] for the nice analytic methods typically used for this model.
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Figure 1: The complexity landscape of the optimized algorithm for exhaustive search of all the maximum
independent sets.

Proposition 2.1 (The decreasing property). The average-complexity of the basic algorithm (=its number of
iterations) is decreasing, going from 2™ (when p = 0) to 2n + 1 (when p = 1).

Proof. Looking at the basic recurrence (3), it is no so easy to prove analytically. It becomes however trivial
to prove if you remember the combinatorial meaning of this recurrence ; indeed, the more we increase p,
the more we have chances to have neighbours (as the graphs are still obeying the G(n, p) model, even after
iterations), the more we will delete vertices, and so the algorithm is then faster. When p = 0 or p = 1, the
analysis is deterministic, and looking the trace of the algorithm (=the associated binary tree) for an input
which a set of isolated vertices (p = 0) or the complete graph (p = 1) directly gives the values of the
proposition. O

For the optimized algorithm, we don’t have at all this decreasing property: there is a counterbalance
between the fact the algorithm is fast if you are able to kill a lot of neighbours (which is the case if p is
large) and the fact the algorithm is fast if you are able to kill a lot of prunable nodes (which is the case if
p is small), what is more, after few iterations of the algorithm (in fact, just one iteration), we don’t have
anymore a G(n, p) distribution, so the situation is much more messy to analyse than for the basic algorithm
and it sounds difficult to give asymptotics. However the following claim will be useful:

Proposition 2.2 (The upper-bound property). The average-complexity of the optimized algorithm is always
smaller (modulo a polynomial factor) than the average-complexity of the basic algorithm.

Proof. Here again, considering the binary tree associated to the recursive calls of the algorithm is the key
point: the optimized algorithm is just pruning some part of the binary tree associated to the recursive calls
of the basic algorithm, so it will always have less iterations. But there is a price for pruning, and as this price
is always bounded by a polynomial cost, we have our claim. O

3 Sparse graphs (almost forests): a polynomial complexity

Theorem 3.1. For graphs which are almost a forest (i.e. for m < n/2), it is possible to find a MIS in
polynomial time.

Proof. Direct consequence of a dynamic programming approach. O



It is in fact possible to extend this result to graphs for which all nodes are prunable, but such graphs
become exponentially rare for large values of m. Note that the optimized algorithm is in fact of polynomial
complexity until m = n/2 + O((Inn)*/3)n?/3 as can be proven more via more complicated arguments, see
the theorem in the next section.

4 Sparse graphs (few cycles): a superpolynomial complexity

This Section and the 2 next ones are covering the case of sparse graphs with number of edges m ranging
from % to §(1 + ¢) for some € > 0. We will show some “smooth” phase transitions occurring during a
relatively short window :

e from polynomial to superpolynomial as m ranges from % + O(log n/*)n?/3 to 2 + O(w(n))n?/3,
e from superpolynomial to subexponential as m ranges from 5 + O(w(n))n? to 5 +o(n),
e finally, from subexponential to exponential as m ranges from % + o(n) to 5 + O(n),

where w(n) is such that log n'/3 < w(n) < n!/3.

Theorem 4.1. If m = 5 + ,ng/ 3 with p = o(nl/ 3) then the average cost of the optimized algorithm is at
most

exp <21(;g2 (5log2+4) ,u3> (1 + 0(1)) . 4)

To obtain our results, we shall use exponential generating functions (EGFs) to study random graphs. We
recall briefly the main EGFs needed for our purposes and for which we refer the reader to the celebrated
“giant paper” of Janson, Knuth, Luczak and Pittel for more details (namely [30, Section 6]).

Let T'(z) be the EGF of rooted trees, that is

o0

1) =270 = Y1 2 ®
n=1 ’

The EGF of unrooted trees is given by U(z) = T'(z) — T(QZ ) The EGF of unicyclic components is given
by’

1 1 T T(z)?
L CT()T()
2 1-T(2) 2 2
More generally, E. M. Wright [46] was able to compute the EGFs W,., » > 1. He has shown that for each
r > 1, there exists rational coefficients (wr.,q)ge{o,..., 3r+2) Such that

Wo(z) = ©6)

Wi(z) = 3§ T 0
' = (1-T(2))

Let E,(z) be the EGF all complex graphs having exactly r edges more than vertices. The sequence (E;),>0
can be computed recursively as shown by [30, equations (6.7), (6.8), (6.9)], satisfies Ey(z) = 1 and

T(Z)Srfd
ET(Z) == €r T o \3r—d- (8)
% "1 T(z)

>We remove the widehat notations associated with graphs from [30] for sake of brevity and clarity.



Let P,.(n, m) be the probability that a random graph with n vertices and m edges has excess r, then we have

o UMY
Pl m) = o ) Gy B ©)

m

where [2"] F(z) denotes the n-th coefficient of the EGF F(z). To get our results, we use a saddle point
approach which gives estimates or upper-bounds of P,.(n, m) for values of m such that m < & +O(n) (full
details omitted in this extended abstract, see however the next section and the Appendix).

5 Sparse graphs (more cycles): a subexponential complexity

First, we focus on values of m such that m = %+0(n3/ 4) which we shall call the polynomial-superpolynomial-
subexponential ranges. In fact, our results show that the optimized algorithm changes its complexity there
from polynomial to superpolynomial and then from superpolynomial to subexponential. Next, we will study
the subexponential-exponential ranges, that is whenever the number of edges m ranges from 5 + O(n3/ 4)
to 5 (1 + ) (with fixed p > 0).

Pittel and Wormald [40] were able to obtain the limit joint distribution of the number of vertices in the
2-core®, the excess of the 2-core, and the number of vertices not in the 2-core. More precisely, let B,, be
the event that “there is a unique component of size between 0.50n and 2bn, and none larger”, where b is
defined as b := b(c) =1 — %, and t € (0, 1) is the unique root of te™* = ce ¢ (see [40, equations (2.14),
(2.15)]). Then, Pittel and Wormald [40, Theorem 6] gave a local limit theorem for the joint distribution of
these three parameters in I'(n, m) conditioned upon B,,. In what follows, we offer an alternative approach
to prove that the limit distribution of excess of random graphs is Gaussian when the number of edges m
satisfies m = § + o(n3/ 4). Contrary to [40, Theorem 6], our result does not rely on the event B,, defined
above.

Theorem 5.1. The probability that a graph with n vertices and m = 5 + pun?/3

B8+ O(u?/?) is given by
3 1/2 3 (7‘ - E,LLS)Z
P, _ (5 3 =)
(n, m) (1607ru3> P ( 160 w?

C=0) ol Y o5 v () 4 o(

uniformly as r, u, n — oo and |r — ?,wﬂ < O(p3?), r < O(n*) and pn < O(n'/12).

edges has excess r =

6 Sparse graphs (large linear number of edges): an exponential complexity

Theorem 6.1. For a large linear number of edges, the optimized algorithm has an exponential complexity,
more precisely if m = 5(1 + ¢) with n~Y* < e < § and fixed § then the number of iterations of the

algorithm is at most
5(log2)? log 2(e? — o2)
—_ _— 1 1) 11
exp( et T (14 0t1). (an

where 0 = o(¢) is defined by the formula

(I+e)e*=(1—-0)e. (12)

SThe 2-core is the largest subgraph of minimum degree 2 or more.



7 Sparse-dense graphs: a subexponential complexity

For this Section and the next ones, the asymptotics are given for the basic algorithm, under the G(n, p)
probabilistic model. Let us call “sparse-dense graphs”, the graphs which have more than a linear number
of edges, but less than a quadratic number of edges (for sure, this makes sense only by considering some
asymptotic families of graphs). An extrapolation of the Theorem 8.1 (in the next Section) then gives that it
costs a subexponential number of iterations to list all the MIS in any family of sparse-dense graphs. With
respect to G(n, p), this covers the area p = ¢(n)/n (for any function 1 < ¢(n) < n), and a full variety of
subexponential behaviour.

Theorem 7.1. As p — 0, we have

1_W(”P—P) W(Tl N -n
M = T W g —p) ( p— ( () , (13)

where W (z) = ze~W#) is the Lambert W function.

Example1: p = 10%. We obtain an average cost growing as exp (n%).

Example 2 : p = —. The average cost grows as exp (in'/21logn)

8 Dense graphs: a superpolynomial complexity

Theorem 8.1. The average number ji,, of iterations of the basic algorithm is of the type n'™™. (Much) more
W(n/p)
n/p

equation W (2)e"(?) = 2) then p,, satisfies

precisely, with p = 1/log(1/q) and r = , where W is Lambert-W function (principal solution of the

e(P/2)(1og(1/m)* G plog(1 /7))
ret1/2, [2mplog(1/r)

i ~ (14)

as x — 0o, where G is continuous periodic function with period 1:
g U+/2

Gu) = g P+ 3

—oo<j<oo

In Equation (2), the random variables X; are dependent. This makes it very difficult to obtain any
information about asymptotics of the higher moments of X; as j — oco. What will happen if we assume
that the variables X; are independent (which seems to be asymptotically true in numerous examples)? The
answer to this question is provided by the following theorem.

Theorem 8.2. Suppose a sequence of independent random variables S,, satisfies a recurrence

Sn i n—11 S:L—I—Binom(n—l;p)7 15)
with Sy = 0 and Sy = 1, where 2 stands for equality in distribution, S}, has the same distribution as Sy,
and Binom(n — 1;p) is an independent binomial distribution with parameters n — 1 and p. Then S, is
asymptotically normal, that is
Sy — Hn d
——— = A4(0,1),

On

d . .. . .
where — denotes convergence in distribution, while p, = ES,, and 0, = \/V S,,.



9 Dense (almost complete) graphs: a polynomial complexity

When p is very near from 1, even the basic algorithm is very fast: most of the nodes have a linear number
of neighbours, and we get all the (very small) independent sets in a polynomial number of iterations (e.g.
the algorithm is linear if p = 1 — ¢/n). It is in fact possible to argue a little more, and bootstrapping a
polynomial behaviour in the recurrence for the basic algorithm (3) allows to prove that if p = 1 — ¢/n!/?
(for ¢ = O(1)) then we have an j1,, = O(n?) complexity. If we let d going to In n, we then have a behaviour
coherent with the superpolynomial phase (that we got in Section 9 for any fixed p independent of n). All
of this is consistent with our simulations and concludes our description of the complexity landscape of this
family of algorithms.

10 Conclusion

Why to give so “precise” analysis (with so much math involved) for our “stupid” algorithms whereas we
claim that one of their main use is to bound the complexity of many other algorithms ? Well, because we
believe that these bounds are “robust”, they should (with high probability) give the *exact* order of the
complexity of many other algorithms, because most of the optimizations that one could imagine will (with
high probability) only affects marginally the recurrence (i.e., a polynomial speed up, no more) : our clas-
sification into the four complexity types (polynomial/superpolynomial/subexponential/exponential) should
remain the same. For sure, it is more a matter of believing because it is very hard to *prove* lower bounds
for *any* (yet unknown) algorithm (cf P # N P). But, at least, our analyses suggest that it is a dead-end
to look for more and more intricate reductions/prunings, IF you hope to get a tremendous speedup (i.e., a
change of complexity type). However, from a practical point of view, there are not a dead-end as it is always
very useful to kill e.g. a n? factor in front of a superpolynomial average-complexity (as for e.g. n = 500,
we can then reach in one second what would have taken 4 years before, and therefore doing experiments on
larger values of n).
We can apply our approach to a natural extension of the recurrence we studied :

d

d *
Xp=Xnp+ Xn—b—Binom(n—b;p)’

with X;, = 0forn < band X, = 1, where b > 1. It makes sense to link these quantities to some kind
of internal right path length in digital search trees, or to problems like maximum clique partition. We could
also go to recurrences with e.g. a disjunction into 3 cases instead of 2 (the trace of the algorithm would then
be ternary trees). It could be interesting to see what can be obtained with the contraction method [38].

Further similar approaches can be done for studying the average size of the MIS, the number of MIS,
and approximation schemes (e.g. : what happens if one cuts the recursion tree at a given depth). Here also,
the approaches should hold for a much more general class of problems than MIS.
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11 Appendix

11.1 Proof of Theorem 5.1 [sketch]

Proof. The idea is to analyse the average number of iteration of the optimized algorithm with random graphs
from I'(n, m) as input.

For theoretical purposes, it proves important to partition a random graph into its acyclic part (trees) and
its cyclic part. Then in its turn, the cyclic part can be partitioned into the unicyclic part (consisting of entirely
of unicyclic components) and the complex part with connected components that have more edges than
vertices. These decompositions allow penetrating and stringent analyses by means of generating functions
as shown in [24, 30]

The process of pruning recursively all vertices of degree 1 and folding all vertices of degree 2 is called
reduction. The obtained graph (possibly a multigraph) after a reduction is said reduced. Apart the isolated
vertices, the minimum degree of the reduced graph is 3. The algorithm transforms the original graph into a
reduced one in polynomial time as explained in [43] (see also Section 1 and 2).

As in [30, Section 13], define the excess of a graph as its number of edges plus the number of acyclic
components, minus the number of vertices. The proof of our results rely on the most probable excesses
of the reduced graph. More precisely, we will show that the probability that the excess of the underlying
random graphs is not of order magnitude O(p?) is exponentially small whenever the number of edges
satisfies m = 5(1 4 p) for all values of u ranging from 0 < p < O(n). By [43, Theorem 5], in time
O(v/27°™) the algorithm finds the optimal solution. Therefore, the average cost of the algorithm is at most

3
roughly \/50(“ ). More precisely, by [43, Theorem 5] the average cost is bounded by

Z\/irPr(n, m), (16)
r=0
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where P,.(n, m) is the probability that a random graph with n vertices and m edges has excess 7. Then, by
computing the asymptotic values of P,.(n, m) according to the stated ranges, we get theorem (4.1). 0

11.2 Proof of Theorem 6.1 [sketch]

Proof. We just have to give an upper-bound of the probability of excess for m from 5 + O(n**) to 5(1+e).
Since there are more multigraphs (allowing self-loops and multiple edges) than graphs, by means of [30,
Theorem 13] we get an upper-bound of the probability of interest. More precisely for any € > 0, the upper-
bound of the probability that a random graph with n vertices and m = (1 + €) has excess 7 is roughly

<207r353n> exp (—W) (14+0(1)), (17)

when n~1/4 < ¢ < § and ¢ is fixed, and where 7o = (Hs)n and o = o(¢) is the solution of (1 + ¢)e™¢

(1 —0)e’. O
11.3 Proof of Theorem 7.1 [sketch]

Proof. Using the difference between the binomial and the Poisson distributions (see [41]), we get from
Equation (3),

—_1)J
= HUn— 1+Z n 1 pj Mn 1— j( +O(p)) (18)

Thus, up to a factor (1 + O(p)) p, behaves as

n—1 ;
. . n—1p) __1-
Hn = fn—1 + E Me ( 1)p,unflfj (19)
Jj=0

whose generating function M () = 14> 07, finz" satisfies

N 1
M(Z) - 1 — z — e~ (r—L)p+(n—1)pz

(20)

Using singularity analysis of generating functions [25], we find

. 1 Wi(np)\ ™"
e (1— ) . @1

np
O

Remarks. Recall the asymptotic behaviour of W (z) (see [17],
W(x) =logx — loglogx + O <10{g()1;g1:> ) T — 00. (22)
Then as np — oo, % is of order of magnitude log (np — p)/np The “exponential” quantity of (13) is

then roughly

2
exp <_n10g (1 _ bg(np))) _ oxp (bg(np) L0 <1og np )) 23)
np p np
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11.4 Proof of theorem 8.1 [Sketch]

Proof. Let f(z) 1=, 5o in2"/n! denote the exponential generating function (EGF) of 1,,. Then f satis-
fies the equation f'(2) = 1 + f(2) + €P* f(gz), or, equivalently, denoting by f(2) := e *f(z) the Poisson
generating function (PGF) of ju,,, f'(2) = f(qz) + e *. By taking Laplace transform

. 1 [ -
f*(s) = / e~?/% f(x) da. (24)
s Jo
of the above equation and iterating the obtained identity indefinitely, we obtain an explicit expression
JG+0/2
. 25
Z 1+ qJS (23)

j=0

By Laplace inversion formula, we have

N 1 r+i00 xS _ 1
@)= / A <3) ds, (26)

where > 0. Using (25) we can obtain an asymptotic estimate of the integral in the above expression. This
way we obtain an estimate of f(x) for real values of x.
Further we link the asymptotics of 1, and f(n) by means of de-Poissonization procedure and prove that

n

5 F'() + 0 (n=2(10gn)*f(m)) = f(n) (1+ 0 (n~"(10gn)?)) @7)

,un:f(n)_2

O

11.5 Proof of Theorem 8.2 [Sketch]

Proof. The proof of this theorem is done by the method of moments. Independence of variables .5, together
with recurrence (15) allows us obtain some recurrent relations for the moments E(.S,, — ,un)k. For example,
computing variance of the both parts of the recurrence relation (15) we obtain

=0t Y < . )qﬂ‘p"—l—ja?wn,z, (28)
0j<n

where

n—1
Tho = Z ( j >qpn Y0 (g A+ pn—1 — )

0y<n

Applying now Theorem 8.1 together with (27) we prove that
Top ~q 'pp'n~>(logn)! f(n)*.

This estimate together with the recurrence relation for variance (28) allows us to obtain an asymptotic
estimate of o2. In a similar way we obtain asymptotics of higher moments, which happen to converge to the
moments of normal distribution. Which implies that .S,, is asymptotically normal. O
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