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Part one :

Preamble, generalities and

a combinatorial example.
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Which sort of elimination will we consider here ?

STRUCT ⟨x1, x2, . . . , xn⟩ ∼= NICE ⟨x1, x2, . . . , xn⟩ ⋄ STRUCT1⟨x1, . . . , xn−1⟩
(1)

where NICE et STRUCT1 stand for algebraic structures generated
(sometimes freely) by generators xi . The diamond symbol being, according
to the situation, a tensor product, a semi-direct product or a plain
(unique) factorisation. For example, with the symmetric group Sn and the
pure braid group Pn [1] :

Sn
∼= Z /nZ ⋄Sn−1 and Pn

∼= Fn−1 ⋄ Pn−1.

Here, in the first case, ⋄ is only a product and the iterated decomposition
helps to construct a basis of Q[Sn] adapted to the calculation needs of
Dynkin’s projector [4]. In the second case we have a semi-direct product
(where Fn−1 is the Free Group with n − 1 generators.
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Rewriting the factors

We recall the pattern with colors

STRUCT ⟨x1, x2, . . . , xn⟩ ∼= NICE ⟨x1, x2, . . . , xn⟩ ⋄ STRUCT1⟨x1, . . . , xn−1⟩

(when STRUCT1 = STRUCT the process can be iterated).
Let us firstly see the case of two permutable subgroupsa (where the ⋄ is
multiplicative), we have G = G1G2 = G2G1 (and it is required that G = G1.G2 be
of unique factorisation). Then, at the level of the terms, the rewriting reads

g2g1 −→ l(g1, g2)r(g1, g2) (2)

and, in the case when r(g1, g2) = g2, we have a semidirect product i.e. for every
(g1, g2) ∈ G1 × G2, g2g1g2

−1 ∈ G1, so that we only need to know the factor
l(g1, g2).

aA common occurrence in solvability.
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Categories of this talk.

1 These categories are as follows
1 Set the category of sets.
2 Mon, the category of monoids.
3 k− Lie, the category of k-Lie algebras.
4 Grp, the category of groups.
5 k− AAU, the category of k-associative algebras with unit.

2 Functors are as follows

Mon(2) Grp(5)

Set(1) k− AAU(4)

k− Lie(3)

F12

F25

F24

F34F13

Figure: Rq: Similar lower diagram with algebras and k−Mod replacing Set.
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Partially Commutative structures: between commutative
and non commutative worlds as first example.

3 As, today, we will consider four categories:

Mon, Grp, k-Lie, k-AAU (3)

In each of these categories, there is a notion of “What are two
commuting elements”

in Mon, Grp, k-AAU, it is xy = yx
in k-Lie it is [x , y ] = 0

but, for all of them, this relation is reflexive and symmetric.
This leads us to the following questions

4 What is elimination in these categories ?

5 What is the best system or category of formal generators ?

6 / 50



Partially Commutative structures/2

6 By “category of formal generators”, we mean that in the
noncommutative world we have noncommutative alphabets and
words, in the fully commutative world, have indeterminates
(commutative alphabets) and monomials (with multiindex power
notation). About Partially Commutative Lie algebras [6],
Pr. Schützenberger asked us the following questions:

Is the free partially commutative Lie algebra torsion free (over Z) ?
If yes (in which case it is linearly free over Z), is it possible to construct
combinatorial bases of it ?
To which extent can it be considered as “free” ? (more than “as a
module”)

7 What is the combinatorics of these structures ?

8 What is Lazard elimination ?
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First remarks

1 As a motivation, we will begin by answering question 8 (the last
one), and by very simple examples.

2 Let us first consider the k-algebra k⟨x , y⟩ = k[{x , y}∗] of
non-commutative polynomials in the two noncommuting variables x , y
over k.

3 Consider now the k-algebra k[x , y ] = k[{xpyq}p,q∈N] of commutative
polynomials in two (commuting) variables x , y over k.

4 We remark that these two algebras share a common feature: they are
algebras of monoids, so we will consider this question in general and
see that it covers the celebrated Möbius arithmetic function.

5 We remark also that commutations can be formulated as relations
between words. After the list of classical eliminations, we will embark
to the notion of monoidal congruence.
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Free objects and their fine grading.

Category Abbv. Free Gen. by X

Monoids Mon X ∗

Groups Grp F (X ) (→ FG (X ))

k unital associative algebras k− AAU k⟨X ⟩ (= k[X ∗])

k-Lie algebras k− Lie Liek⟨X ⟩ ⊂ k⟨X ⟩

X ∗ = ⊔α∈N(X )Xα = ⊔n∈NX
n

k⟨X ⟩ = ⊕α∈N(X )k⟨X ⟩α = ⊕n∈Nk⟨X ⟩n

Liek⟨X ⟩ = ⊕α∈N(X )Liek⟨X ⟩α = ⊕n∈NLiek⟨X ⟩n
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Classical Lazard elimination theorem

Theorem (Lazard elimination theorem)

Let X = B ⊔ Z be a set partitioned in two blocks. We have an
isomorphism of split short exact sequences

0 Liek⟨B∗Z ⟩ Liek⟨X ⟩ Liek⟨B⟩ 0

0 Liek⟨X ⟩BZ Liek⟨X ⟩ Liek⟨X ⟩B 0

jB|Z

rn Id

pB|Z

jB

j p

(4)
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Free objects, partition of alphabets and eliminations.

Category Abbv. Free Gen. by X

Monoids Mon X ∗

Groups Grp F (X ) (→ FG (X ))

k unital associative algebras k− AAU k⟨X ⟩ (= k[X ∗])

k-Lie algebras k− Lie Liek⟨X ⟩ ⊂ k⟨X ⟩

Category Abbv. Elimination formula (free case)

Monoids Mon X ∗ = (B∗Z )∗B∗

Groups Grp F (X ) = F (CB(Z ))⋊ F (B)

k AAU k− AAU k⟨X ⟩ = k⟨B∗Z ⟩ ⊗ k⟨B⟩
k-Lie algebras k− Lie Liek⟨X ⟩ ∼= Liek⟨B∗Z ⟩⋊ Liek⟨B⟩
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Categorical setting for a presentation

6 For the considered categories, we have a forgetful functor
F : C → Set, and the following diagram

T
u•−−⇒
v•

Free(X ) (5)

7 The presented algebra and its arrow Free(X )
j

P is then a

solution of the following universal problem

Set C

T Free(X ) A

P

F

u•

v•

m

j
∃ ! m̂

Figure: The arrow m is a morphism within the category C which equalizes
the relators i.e. F (m ◦ u•) = F (m ◦ v•). The arrow m is a coequalizer.
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Categorical setting for a presentation: transitivity.

8 If the relator presenting P2 is a set of a “lower category”The

presented algebra and its arrow Free(X )
j

A is then a solution of

the following universal problem

Set C1 C2

T Free(X ) A

P1 P2 = G21(P1)

F1 F12

u•

v•

m

j
∃ ! m̂

j21

Figure: The arrow m is a morphism within the category C which equalizes
the relators i.e. F (m ◦ u•) = F (m ◦ v•). The arrow m is a coequalizer.
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Presentations of monoids

9 A (monoidal) relator is then a set of pairs of words R = {(ui , vi )}i∈I
10 A congruence in M is an equivalence relation ≡ stable by left and

right translations i.e.

u ≡ v =⇒ sut ≡ svt

11 The congruence generated by R, is the finest congruence ≡R such
that, for all i ∈ I ui ≡ vi

12 and
⟨X ;R⟩Mon := X ∗/ ≡R (6)
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Counting the words

13 Take a total ordering on the alphabet X = {x1, . . . , xn} increasingly and X ∗

by the graded lexicographic order ≺grlex (left to right) defined by

u ≺grlex v ⇐⇒ |u| < |v | or u = pxs1, u = pys2 with x < y (7)

14 Order R such that u ≺grlex v for all (u, v) ∈ R.

15 Construct the following sequence

P0 := {1X∗} ; W(0,0) = {1X∗} = X 0;
...

...
... ;

...
...

...
Pn ; W(n,0) = Wn,max(n−1) · · ·Wn,max(n),

; Wn = ∪0≤j≤max(n)W(n,j)

consider all xWn ∪Wnx , x ∈ X and ;
eliminate all v with (u, v) ∈ R ; Pn+1 = Pn ∪Wn
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Counting the words/2

Example of the symmetric group

16 The symmetric group Sn can be defined by the Moore-Coxeter presentation

⟨{t1, t2, · · · , tn−1}; t2i = 1, ti ti+1ti = ti+1ti ti+1⟩Mon (8)

17 For example S3 = ⟨{t1, t2}; t2i = 1, t1t2t1 = t2t1t2⟩Mon

18 The algorithm gives

P0 := {1X∗} ; W(0,0) = {1X∗} = X 0;
; W(1,1) = {t1} W(1,2) = {t2}
; W1 = {t1, t2}

P1 := {1X∗ , t1, t2} ; W2,1 = {t1t1, t1t2},W2,2 = {t2t1, t2t2}
; W2 = {t1t2, t2t1}

P2 := {1X∗ , t1, t2, t1t2, t2t1} ; W3,1 = {t1t1t2, t1t2t1},
W3,2 = {t2t1t2, t2t2t1},W3 = {t1t2t1}

P3 := {1X∗ , t1, t2, t1t2, t2t1, t1t2t1} ; and then stop because W4 = ∅
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Counting the words/3

19 Let us further consider the (square-free) monoid

⟨{a, b}; a2 = b2 = 1⟩Mon (9)

20 The algorithm gives

P0 := {1X∗} ; W(0,0) = {1X∗} = X 0;
; W(1,1) = {a} W(1,2) = {b}
; W1 = {a, b}

P1 := {1X∗ , a, b} ; W2,1 = {aa, ab},W2,2 = {ba, bb}
; W2 = {ab, ba}

P2 := {1X∗ , a, b, ab, ba} ; W3,1 = {aab, aba},
W3,2 = {bab, bba},W3 = {aba, bab}

; never stops, normal forms a(ba)∗, b(ab)∗

21 Enumeration M0 = 1; Mn+1 = {a(ba)n, b(ab)n}. Hilbert series
T =

∑
n≥0 |Mn|.tn is here T = 1 +

2x

1− x
=

1 + x

1− x
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Counting the words: Hilbert Series

22 When the monoid M is finitely graded (i.e.
M = ⊎n∈NMn, Mp.Mq ⊂ Mp+q and |Mn| < +∞), we have a Hilbert
series

Hilb(M, t) :=
∑
n≥0

|Mn|.tn (10)

for example, for the commutative monoid M = {xn1yn2un3vn4}ni∈N
(the one of monomials for the polynomials over the commutative
alphabet X = {x , y , u, v}, graded by the length
|xn1yn2un3vn4 | = n1 + n2 + n3 + n4, the Hilbert series is

Hilb(M, t) =
1

1− 4t + 6t2 − 4t3 + t4
=

1

(1− t)4
(11)
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Partially Commutative monoids

23 A partially commutative alphabet (X , θ) is a set endowed with a
commutation relation θ ⊂ X × X , reflexive and symmetric.

24 The partially commutative monoid M(X , θ) is

M(X , θ) := ⟨X ; (xy , yx)(x ,y)∈θ⟩Mon (12)

25 If the alphabet is finite, we have

Hilb(M(X , θ), t) =
1∑

n≥0(−1)ncntn
(13)

where cn is the number of n-cliques of θ. This is a consequence of a
more general theorem of Cartier and Foata [2].
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Commutation graph, cliques and Hilbert series

a

b

c

d

26 For this graph, all singletons are totally non-commutative, and we only have
{a, c} as higher non-commutative subalphabet.

27 The Hilbert series is

Hilb(M(X , θ), t) =
1

1− 4t + 5t2 − 2t3
(14)
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Part two :

Partially commutative structures.
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Adjunction “A la Samuel”.

28 We recall here the mechanism of adjunction w.r.t. a functor.
Let C1, C2 be two categories and F12 : C2 → C1 a (covariant) functor
between them

C1 C2
X Y

X̂ = G21(X )

F12

f

jX f̂

Figure: In natural language, the universal problem reads:

Does it exist a pair (jX , X̂ ) (where jX ∈ HomC1(X , X̂ ) and X̂ ∈ C2) such
that, for every C1-theoretical arrow f (this means that
f ∈ HomC1(X ,F (Y ))), there is a unique f̂ ∈ HomC2(X̂ ,Y ) such that
f = F (f̂ ) ◦ jX . If it is the case for every object X ∈ C1, then the
correspondence X → X̂ , f → f̂ between C1 and C2 turns out to be a
(covariant) functor G21.
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Mon, Grp, k− Lie, k− AAU and their eliminations.

‘
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Where the (forgetful) functor comes: Monoids.

29 Def CAlph be the category of alphabets with commutation i.e.
reflexive and symmetric graphs (X , θ) with f : (X1, θ1) → (X2, θ2)
such that f : X1 → X2, set-theoretical such that
(u, v) ∈ θ1 =⇒ (f (u), f (v)) ∈ θ2 and Mon the category of monoids.
Now a monoid M being given θM = F (M) = {(u, v) ∈ M | uv = vu}
can be checked to be a functor F : Mon → CAlph

CAlph Mon

(X , θ) M

M(X , θ)

F

f

j f̂

Figure: M(X , θ) is the monoid freely generated by (X , θ) w.r.t. F . To say
that f ∈ HetF ((X , θ),M) amounts to say that f : X → M set-theoretically
and (u, v) ∈ θ =⇒ f (u)f (v) = f (v)f (u)
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Functor/2: Groups.

30 Let Grp the category of groups. Now a monoid G being given
θG = F (G ) = {(u, v) ∈ G | uv = vu} can be checked to be a functor
F : Grp → CAlph

CAlph Grp

(X , θ) G

F (X , θ)

F

f

j f̂

Figure: F (X , θ) is the group freely generated by (X , θ) w.r.t. F . To say that
f ∈ HetF ((X , θ),G ) amounts to say that f : X → G set-theoretically and
(u, v) ∈ θ =⇒ f (u)f (v) = f (v)f (u).
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Functor/3: k-Lie algebras.

31 Let k-Lie be the category of k-Lie algebras (k is a ring). Now
L ∈ k-Lie being given θL = F (L) = {(u, v) ∈ L | [u, v ] = 0} can be
checked to be a functor F : k-Lie → CAlph

CAlph k-Lie

(X , θ) L

Liek(X , θ)

F

f

j f̂

Figure: Liek(X , θ) is the k-Lie algebra freely generated by (X , θ) w.r.t. F .
To say that f ∈ HetF ((X , θ), L) amounts to say that f : X → L
set-theoretically and (u, v) ∈ θ =⇒ [f (u), f (v)] = 0
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Functor/4: k-AAU.

32 Let k-AAU be the category of k-algebras (associative with unit) (k is
a ring). Now A ∈ k-AAU being given
θA = F (A) = {(u, v) ∈ A | [u, v ] = 0} can be checked to be a functor
F : k-AAU → CAlph

CAlph k-AAU

(X , θ) M

k⟨X , θ⟩

F

f

j f̂

Figure: k⟨X , θ⟩ is the k-AAU freely generated by (X , θ) w.r.t. F . To say
that f ∈ HetF ((X , θ),A) amounts to say that f : X → A set-theoretically
and (u, v) ∈ θ =⇒ f (u)f (v) = f (v)f (u).
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Total non-commutativity

a

b

c

d

33 For this graph, all singletons are totally non-commutative, and we only have
{a, c} as higher non-commutative subalphabet.
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Partition of alphabets, free and partially commutative
eliminations.

Category Abbv. Elimination formula (free)

Monoids Mon X ∗ = (B∗Z )∗B∗

Groups Grp F (X ) = F (CB(Z ))⋊ F (B)

k AAU k− AAU k⟨X ⟩ = k⟨B∗Z ⟩ ⊗ k⟨B⟩
k-Lie algebras k− Lie Liek⟨X ⟩ ∼= Liek⟨B∗Z ⟩⋊ Liek⟨B⟩

With free partially commutative structures (Z totally non-commutative
and X = B + Z ).

Category Abbv. Elim. formula (part. comm.)

Monoids Mon M(X , θ) = CB(Z )
∗M(B, θB)

Groups Grp F (X , θ) = F (CB(Z ))⋊ F (B, θB)

k AAU k− AAU k⟨X , θ⟩ = k⟨CB(Z )⟩ ⊗ k⟨B, θB⟩
k-Lie algebras k− Lie Liek⟨X , θ⟩ ∼= Liek⟨CB(Z )⟩⋊ Liek⟨B, θB⟩
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Part three :

General case.
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Main result: Elimination for presented Lie algebras/1.

34 Let k be a ring. Let X = B + Z be a set partitioned in two blocks.
We suppose given a relator r = {rj}j∈J ⊂ Liek⟨X ⟩ (cf. [3] Ch II
§2.3a) which is compatible with the alphabet partition i.e. there exists
a partition of the set of indices J = JZ ⊔ JB such that

rB = {rj}j∈JB = r ∩ Liek⟨X ⟩B and rZ = {rj}j∈JZ = r ∩ Liek⟨X ⟩BZ .
The notations being as above, we construct the ideals

JB is the Lie ideal of Liek⟨X ⟩B generated by {rj}j∈JB

J ,JZ and JBZ are the Lie ideals of Liek⟨X ⟩ generated respectively by
r, rZ and rBZ := {adQ z}Q∈JB ,z∈Z .

aThe set I there being replaced by X .
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Elimination for presented Lie algebras/2

When we have such a type of relator, we can state the following theorem.

Theorem (Th 2)

With our constructions above, we get the following properties:
i) we have (JZ + JBZ ) ⊂ Liek⟨X ⟩BZ (and then (JZ + JBZ ) ∩ JB = {0}).

Moreover, (JZ + JBZ ) is a Lie ideal of Liek⟨X ⟩BZ (and even, by definition,
of Liek⟨X ⟩).

ii) the action of Liek⟨X ⟩B on Der(Liek⟨X ⟩BZ (by internal ad) passes to
quotients as an action

α : Liek⟨X ⟩B → Der(Liek⟨X ⟩BZ
/
(JZ + JBZ ) ) (15)

such that rB ⊂ ker(α) and then, we get an action

α : Liek⟨X ⟩B
/
JB → Der(Liek⟨X ⟩BZ

/
(JZ + JBZ ) ) (16)

32 / 50



Elimination for presented Lie algebras/3

Th 2 cont’d

iii) We can construct an isomorphism (and its inverse) from presented Lie
algebra Liek⟨X ⟩ /J by the set r = {rj}j∈J of relators onto the
semidirect product of Lie algebras
Liek⟨X ⟩BZ

/
(JZ + JBZ ) ⋊ Liek⟨X ⟩B

/
JB which will be denoted by

β25 : Liek⟨X ⟩ /J
≃−→ Liek⟨X ⟩BZ

/
(JZ + JBZ ) ⋊ Liek⟨X ⟩B

/
JB

(17)

iv) In fact, one has a commutative diagram of Lie algebras with split
short exact rows

0 Liek⟨X ⟩BZ Liek⟨X ⟩ Liek⟨X ⟩B 0

0 Liek⟨X ⟩BZ
/
(JZ + JBZ )

Liek⟨X ⟩ /J Liek⟨X ⟩B
/
JB 0

j

sJZ+JBZ

p

sJ sJB
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Example: Infinitesimal Pure Braids Relations.

35 We consider the alphabet Tn = {tij}1≤i<j≤n and the infinitesimal pure
braid relator R[n] in the free Lie algebra

R[n] =


R1[n] [ti ,j , ti ,k + tj ,k ] for 1 ≤ i < j < k ≤ n,
R2[n] [ti ,j + ti ,k , tj ,k ] for 1 ≤ i < j < k ≤ n,

R3[n] [ti ,j , tk,l ] for 1≤i<j≤n,
1≤k<l≤n, and |{i , j , k, l}| = 4

36 This is a typical example of relator compatible with the partition

X := Tn = Tn−1 ⊔ Tn := B ⊔ Z

where Tn = {ti ,n}1≤i≤n−1 and the infinitesimal pure braid relator
r := R[n] ⊂ Liek⟨Tn⟩ = DKk,n the Drinfel’d-Kohno Lie algebra.

37 Applying the theorem, we get a semi-direct decomposition. In order
to prove that the first (i.e. ”acted”) factor is free, we need an extra
criterium.
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Elimination of the subalphabet Z/1

38 In certain cases (which is that of the Lie algebras DKk,n), it can happen that
the left factor of the semidirect product (17) be isomorphic to Liek⟨Z ⟩. We
start from the commutative diagram (33) with an additional arrow

Liek⟨Z ⟩

0 Liek⟨X ⟩BZ Liek⟨X ⟩ Liek⟨X ⟩B 0

0 Liek⟨X ⟩BZ
/
(JZ + JBZ )

Liek⟨X ⟩ /J Liek⟨X ⟩B
/
JB 0

jZ

j

sJZ+JBZ

p

sJ sJB

(18)
where jZ is the subalphabet embedding such that

Im(jZ ) = Liek⟨X ⟩Z =
⊕

α∈N(X )

|α|B=0

Liek⟨X ⟩α. (19)
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Elimination of the subalphabet Z/2

39 We are now in the position to state the following

Proposition

With the notations as in slide 35, let us consider the composite map
β = sJZ+JBZ

◦ jZ , then
a. In order that β be injective, it is necessary and sufficient that

(JZ + JBZ ) ∩ Liek⟨X ⟩Z = {0}.

b. In order that β be surjective, it is necessary and sufficient that, for all
(b, z) ∈ B × Z, we had

sJZ+JBZ
([b, z ]) ∈ sJZ+JBZ

(Liek⟨X ⟩Z ). (20)
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Case of the partially commutative Free Lie algebra.

Proposition

40 Here, the code C below must be extended. We consider the code
CB(Z ) = {sθ(uz)|u ∈ B∗, z ∈ Z ,TAlph(sθ(uz)) = {z}} Let C = jθ(CB(Z ))
and jC be the subalphabet embedding, we have the diagram.

Liek⟨C ⟩

0 Liek⟨X ⟩BZ Liek⟨X ⟩ Liek⟨X ⟩B 0

0 Liek⟨X ⟩BZ
/
(JZ + JBZ )

Liek⟨X ⟩ /J Liek⟨X ⟩B
/
JB 0

jC

j

sJZ+JBZ

p

sJ sJB

Then, with C = jθ(CB(Z ))), sJZ+JBZ
◦ jC is an isomorphism. In particular,

the left factor of the semi-direct product (17), here

Liek⟨X ⟩BZ
/
(JZ + JBZ ) is a free Lie algebra.
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Strange Gradings

Structure Grading support Formula Row

Set Set X = ⊔i∈IXi 1
Modules Set M = ⊕i∈IMi 2
k− AA Semigroup A = ⊕s∈SAs 3
k− AAU Monoid A = ⊕s∈SAs 4

Comments. –

1 Rows R1 and R2 imply no multiplication whereas, in rows R3-R4, condition

AsAt ⊂ As.t (21)

2 If the semigroup (or monoid) is commutative (which is the classical case),
RHS of Eq. (21) is replaced by As+t .

3 For new tensor categories offered by gradings, see color tensor product [5].
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Short Exact Sequences revisited.

41 The prototype of a short exact sequence (SES) is of the form

0 J A A /J 0
j s

42 Now, taking k-Lie algebras, let us remark that, saying g = h⋊ b
amounts to say that the SES of Lie algebras

0 h g b 0
α23

is split (i.e. α23 admits a section σ). Then, it reads

0 h g b 0
α23

σ

and, in fact, g ≃ ker(α23)⋊ Im(σ) and one has

[. , .] b h

b b h

h h h

(22)
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SES and strange gradings.

43 Such a (complemented) nesting amounts to have a B-grading. Where
(B,+) is the additive part of the boolean semiring whose law reads

+ 0 1

0 0 1

1 1 1

(23)

44 Indeed, if g = h⊕ b, we can set g0 = b and g1 = h and check that, in
this way, g is B-graded.

45 Of course all classical properties about graded generators hold, in
particular those with homogeneous generators. This sheds some light
on our results and Th 2 could be rephrased in the light of B-gradings.
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Semidirect products as colimits/1
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SD(Grp) SD(Grp) Grp

(G2,G1, α) (G ,G ,AdG ) G

G1 G G1 ⋊ G2

F

g×f

j(G2,G1,α)
α

AdG

AdG
f

f̂
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Semidirect products as adjuncts (Lie algebras).

46 We first rephrase Bourbaki in the context of Lie algebras,
Proposition B. – Let α 7→ α(h,−) a morphism of k-Lie algebras
g2 → Der(g1) and f : g1 → g, g : g2 → g be two homomorphisms into a
k-Lie algebra g, such that

f (α(h, n)) = [g(h), f (n)] (= adg(g(h), f (n))) (24)

for all n ∈ g1, h ∈ g2. Then there is a unique homomorphism
f̂ : g1 ⋊ g2 → g extending f and g in the usual sense.

47 This situation can be set in the following diagram

SD(k− Lie) SD(k− Lie) k− Lie

(g2, g1, α) (g, g, adg) g

g1 g g1 ⋊ g2

F

g×f

j(g2,g1,α)

α

adg

adg
f

f̂
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Concluding remarks

48 We have seen semi-direct products of Lie algebras as a universal
problem.

49 Many presentations considered in combinatorial group theory and
combinatorial Lie algebra theory (in particular arising from topology
and graph theory) have a lot of commutations and provide naturally
semidirect products (e.g. from fibered spaces).

50 The natural structure to compute with them is to use a presentation
with “generators and relations”.

51 We have seen the general Lazard’s elimitation for these structures and
the category of Lie algebras.

52 This Lazard elimitation generalizes the classical one and provides a
semi-direct product. Every semidirect product is the image of some
Lazard elimination.
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Concluding remarks

53 Strange gradings allow not only to manage semidirect products but,
more complex elimination schemes like iterated decompositions.
Indeed, suppose we had an elimination scheme

g(x1, x2, · · · xn) ∼= s(n)⋊ g(x1, x2, · · · xn−1) (25)

iterating it, we get

g(x1, x2, · · · xn) ∼= (s(n)⋊ (s(n − 1)⋊ · · ·⋊ s(1)) · · · ) (26)

in particular g(x1, x2, · · · xn) = ⊕0≤j≤n−1gj is
([0, · · · , n − 1], sup)-graded (with gj = s(j − 1)). We can even
manage infinite decompositions with (N, sup) or non-linear
eliminations with other semigroups.
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Thank you for your presence (close or remote) ...

and your attention.
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Links

1 Categorical framework(s)

https://ncatlab.org/nlab/show/category

https://en.wikipedia.org/wiki/Category_(mathematics)

2 Universal problems

https://ncatlab.org/nlab/show/universal+construction

https://en.wikipedia.org/wiki/Universal_property

3 Paolo Perrone, Notes on Category Theory with examples from basic
mathematics, 181p (2020)
arXiv:1912.10642 [math.CT]

https://en.wikipedia.org/wiki/Abstract_nonsense

4 Heteromorphism

https://ncatlab.org/nlab/show/heteromorphism

5 D. Ellerman, MacLane, Bourbaki, and Adjoints: A Heteromorphic
Retrospective, David EllermanPhilosophy Department, University of
California at Riverside
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Links/2

6 https://en.wikipedia.org/wiki/Category_of_modules

7 https://ncatlab.org/nlab/show/Grothendieck+group

8 Traces and hilbertian operators

https://hal.archives-ouvertes.fr/hal-01015295/document

9 State on a star-algebra

https://ncatlab.org/nlab/show/state+on+a+star-algebra

10 Hilbert module

https://ncatlab.org/nlab/show/Hilbert+module
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