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1 Context

Machine Learning (ML) for Combinatorial Optimization (CO) is a fast growing field with
many applications [BLP18[]. In particular the probabilistic modelling of CO instances as
Markov Random Fields (MRFs) has been used in Computer Vision and Natural Language
Processing for tasks that require highly structured and constrained output [Kom11]]. They
are especially attractive since they not only encode the problem of finding optimal solutions
as Maximum A Posteriori inference (MAP), but also allows the generation of near optimal
solutions as sampling.

However recent ML applications to CO tend to drop the structural constraints and favor
the perceptive power of highly expressive feature extractors. For instance, in approaches
such as [Nai+21[]] the MRF is simply reduced to its factor graph encoded with a graph neu-
ral network (GNN). Variable node vectors are then used to parametrize classifiers which
return the expected values of the corresponding variables. The interactions between vari-
ables represented as edges in the MRF are not directly accessible to the classifiers, only
through GNN features.

For this internship we propose to extend this approach and explicitly incorporate the
MREF structure, i.e. variable correlations, during the prediction. MAP inference is in-
tractable in this setting and the internship work focuses on efficient approximate methods
designed for neural networks.

2 Internship Description

We already have developed an approach that computes MRF probabilities on top of a GNN
feature extractor. While promising, this method relies on a version of loopy belief propa-
gation (LBP), a well known algorithm from the MRF literature. LBP suffers from several
drawbacks: (i) it is slow to converge, and in some cases does not converge at all, (ii) it is
intrinsically an iterative algorithm which makes it inefficient on current parallel architec-
tures such as GPUs.

However LBP, when it converges, returns a local optimum of the Bethe Free Energy
from which probabilities can be easily computed. Recently, Wiseman and Yoon [WK19]
and Kuck and al. [Kuc+20] proposed methods to tackle these issues, either by computing
directly the Bethe Energy of a MRF in the first case or to unroll LBP in the second.

The internship consists in incorporating these methods in our model for CO and study
their usefulness in this context. We plan two phases:

1. Adaptation of the two algorithms to our frameworks, for training and inference;

2. Evaluation and comparison of the two algorithms and LBF on several CO problems,
i.e. the Maximal Independence Set for which we have a large dataset of instances.



3 Application

We are looking for a candidate with either CO background (master level) with very good
knowledge of Machine Learning methods for CO, or with a strong ML background willing
to adapt recent models to CO tasks. We expect proficiency with python and deep learning
libraries such as pytorch.

The internship work will be carried out on site (no remote) at|LIPN| Université Sorbonne
Paris Nord, with possibilities of extension to a three-year Ph.D. funding (2025-2028). This
internship is funded by the ANR Project SEMIAMOR (2024-2028).

For additional information, please contact leroux@lipn.fr. If you are interested please
attach to your application email a CV, a cover letter and a transcript of your Master level
marks.
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