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Motivation

- LLMs can perform some of task will without having a coherent world 
model
- Build up a theoretically-grounded metrics evaluating whether 
Language model capture accurate world models. 



Annotation - LM

• Finite token set: 
• Sequence: 
• Generative models:
• Represents the set of all finite strings (sequences) over the 
• Denotes the set of all probability distributions over the

• Sequence with positive probability:



Annotation - DFA

• Deterministic finite automata:

• Valid sequence accepted by DFA starting at q :  
• Collection of sequences leading from state q0 to q in the DFA: 



Annotation Example
𝑄 = 𝑞!, 𝑞", 𝑞#, 𝑞$, 𝑞%, 𝑞&
Σ = {𝑎", 𝑎#, 𝑎$, 𝑎%, 𝑎&, 𝑎'}
𝛿: 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛
𝑞!: 𝑞! q ()*)+, : q&
𝐹: {𝑞!, 𝑞", 𝑞#, 𝑞$, 𝑞%}

Assume 𝑞 = 𝑞#, 𝐿- 𝑞 = 𝑎%
𝑆 𝑞 = (𝑎", 𝑎# , (𝑎", 𝑎$, 𝑎')}

• Deterministic finite automata:
• Valid sequence accepted by DFA starting at q :  
• Collection of sequences leading from state q0 to q in the DFA: 



Two definition of Recovering world models

• Definition 1: 

• Definition 2: 



The Myhill-Nerode interior and boundary

The Myhill-Nerode theorem: the sets of sequences accepted by a 
minimal DFA starting at two distinct states are distinct.
However, while distinct, the two sets may exhibit a great deal of 
overlap.



Figure illustration in Connect-4

34 3 5 5 63

The interior contains about 8.8 * 10^27 of lenght 29(3+4+3+5+5+6+3) do not distinguish 
the two boards.



For model?



Metrics

Compression Metrics: Sample equal state pairs 𝑞!= 𝑞", summarize 
whether the generative model correctly compresses sequences that arrive 
at the same state under the DFA

Distinction Metric: Sample different state pairs 𝑞! ≠ 𝑞", correctly 
distinguishes sequences that arrive at different states under the DFA



New York City example

• G = (intersection V, street E,  distance W) 

• Edge is label based on cardinal direction:

• Three way of Traversals:
• Shortest paths
• Noisy shortest paths(add a gamma noise to approximate traffic condition)
• Random walks



Model training setting

• Dataset
• Include direction sequences with length less than 100
• Train set: 2.9M sequences for shortest path, 31M for noise one, 91M for 

random works.
• Test set 1000 sequence

• Model:
• 117 M and 1.6 B GPT-2



Inference Result

• All models generate valid traversal: 96%-99%

• Calculate compression metrics:
• Sample states with two distinct traversals and assess whether model correctly 

admit the same suffix for each prefix.
• Average over pairs of prefixs for each state then averager over states.

• Calculate distinction metrics:
• Sample distinct states and traversals, compute boundary recall and precision.



Result

Baseline 2: Current state probe is to predict the current intersection with a 
trained linear probe



Reconstructing implicit map

Sample 6400 origin-destination pairs, and plot the traversal



Detour fragility

• Random detour: the model’s proposed token is replaced with a randomly 
chosen (true) valid token
• Adversarial detour: it is replaced with the model’s lowest ranked valid token.



Logic puzzles



LLMs performance in logic puzzle 



Conclusion and Limitation

• Generative model could performan impressively without a coherent 
model

• But incoherence make them fragile for other tasks involving detours.

• This work only focus on DFA, richer setting could be explored.



Thank you


