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🔧 Automated Extraction Pipeline

● Input: A personality trait (e.g. "evil") + natural language 
description

● Output: A persona vector in the model’s activation space

🧠 Applications of Persona Vectors

1. Monitor persona shifts
 → Project activations onto the vector to detect trait 
expression

2. Mitigate shifts during inference
 → Subtract persona vector during decoding

3. Prevent shifts during finetuning
 → Add persona vector during training to counteract 
undesired direction

4. Flag harmful data before finetuning
 → Use projection to identify problematic training samples



Persona Vector Extraction
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📝 Input

● Trait name (evil, sycophancy, and propensity to 
hallucinate)

● Natural-language description

⚙ Pipeline Process

● Automatically generates contrastive prompts and 
evaluation questions

● Elicits opposing behaviors (e.g., evil vs non-evil)
● Computes persona vector as the mean activation 

difference
 between trait-expressing and non-trait-expressing 
responses

extract residual stream activations 👉 averaging across response tokens



Persona Vector Extraction

5

1.Contrastive System Prompts
    - Generate 5 pairs of system prompts:
       • ✅ Positive → Elicit target trait
       • ❌ Negative → Suppress the trait

2.Evaluation Question Generation
    - Create 40 trait-relevant questions
    - Split into:
       • Extraction Set (20) → for computing persona vectors
       • Evaluation Set (20) → for downstream validation

3.LLM-Based Evaluation (GPT‑4.1‑mini)
    - Judge reads transcript → outputs trait 
score [0–100]
    - Score reflects strength of trait expression

4.Reliability Validation
    - Cross-checked with human ratings
    - Benchmarked against external datasets



Persona Vector Extraction
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Steering with persona vectors
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● Goal: Control trait expression (e.g., evil, 
sycophancy, hallucination) by steering the model 
along the corresponding persona vector.

● Method:
 Apply steering during generation at different layers 
with varying steering coefficients.

● Top:
 Trait expression scores increase as we steer more 
strongly along the persona vector.

● Bottom:
 Example outputs show successful elicitation of 
target behaviors in Qwen2.5-7B-Instruct.



Monitoring prompt-induced behavioral shifts
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● System Prompt Spectrum
 Ranges from trait-suppressing (yellow) to 
trait-promoting (purple) instructions

● Key Insight
 The activation of the last prompt token, when 
projected onto the persona vector,
 strongly correlates with trait expression in the 
model’s response

● Why It Matters
 ✅ Enables early detection of behavioral shifts
 ✅ Predicts model behavior before generation 
begins

● Takeaway
 Persona vectors allow prompt-level monitoring of 
trait activation



Diverse datasets induce varied persona shifts after 
finetuning
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● two types of datasets:

○ 🔹 Trait-eliciting datasets: explicitly designed 
to induce Evil, Sycophancy, or Hallucination

○ 🔸 EM-like datasets: contain domain-specific 
flaws (Medical, Code, GSM8K, Math, Opinions)

● Each dataset has 3 variants:

○ Normal: no traits or errors
○ I: mild trait expression / subtle errors
○ II: strong trait expression / severe errors

● Fine-tuning on these datasets leads to diverse 
persona shifts

● Training on these datasets can cause both intended 
and unintended persona shifts, with even subtle 
domain-specific flaws leading to unexpected trait 
expression.

Questions come from benchmark datasets or are generated by LLMs, and the 
three response levels are produced by Claude 3.7 using specific prompts.



Finetuning shifts along persona vectors correlate 
with changes in trait expression.

● For each finetuned model:
○ X-axis: Shift in activation along the persona 

vector
○ Y-axis: Observed trait expression after 

finetuning

● 🧠 Key insight:
 The more activations shift in the direction of a trait,
 the more strongly the trait is expressed in model 
behavior.

● ✅ Strong positive correlation across models and traits
 → Persona vectors predict how finetuning alters 
behavior



Persona shifts can be mitigated through steering 
interventions
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(a) Inference-Time Steering

● ✅ Subtract persona vector during generation
● 🔻 Reduces trait expression after finetuning
● ⚠ High steering → may hurt general capabilities

 (MMLU accuracy drops — see gray line)

(b) Preventative Steering (During Finetuning)

● ✅ Add persona vector during training
 to cancel the shift pressure from data

● Add a regularization loss term that penalizes changes 
dosen’t work

● 🔄 Better preserves general capabilities
● 🧠 Especially effective for preventing

 trait shifts before they happen
● Baseline trait scores (before finetuning):

 0 (evil), 4.4 (sycophancy), 20.1 (hallucination)

● Coherence score measures how logically consistent and well-structured a model’s 
response is, rated from 0 to 100 by GPT-4.1-mini. All models score above 75 on average.

● MMLU accuracy evaluates general knowledge and reasoning using the MMLU 
benchmark; higher scores indicate better overall capabilities.



Projection Difference Predicts Trait Shift
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 The more training data diverges from the base model along 
the persona vector, the stronger the trait expression after 
finetuning.
 → A simple pre-finetuning metric can forecast behavioral 
changes.



Fine-Grained Detection of Trait-Inducing 
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📊 Projection histograms show strong 
separation between:
   🟡 Trait-inducing samples (yellow)
   🔵 Control samples (blue)

● ✅ Works for both:
   ➡ Explicitly designed datasets 
(Evil II, Sycophancy II, Hallucination 
II)
   ➡ EM-like datasets with subtle 
flaws (e.g., Opinion Mistake II)

● 📌 Enables sample-level filtering 
based on projection onto persona 
vectors



Real-World Data: Trait-Inducing Sample Detection 
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● 🟥🟩🟧 Samples from 
LMSYS-CHAT-1M grouped by 
projection difference:
   - High (🟥 Red): strong trait signal
   - Random (🟩 Green): baseline
   - Low (🟧 Orange): weak trait 
signal

● 📈 Models finetuned on high 
projection samples show 
stronger trait expression

● 🧹 This trend holds even after 
filtering out explicit trait samples 
using LLM-based detection

● 📌 Highlights the ability of persona 
vectors to detect subtle, 
non-obvious toxic data



Appendix Takeaways: 
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Setup (super short): For each evaluation question, vary the prompt condition (system or n-shot = 0/5/10/15/20), measure the 
last-prompt-token’s projection onto the persona vector (x), then generate multiple responses and average the trait score (y); compute overall 
and within-condition Pearson correlations.
 Takeaway: The projection strongly predicts subsequent trait expression before generation, robust across traits and settings—so persona 
vectors can monitor and flag prompt-induced persona shifts in real time.

Setup: The authors compare raw projection vs. projection difference as predictors of trait shifts after finetuning, test efficient approximations 
(sampling and last‐prompt token), and run steering experiments (single-layer vs. multi-layer, CAFT, regularization) across traits and 
datasets.

Takeaway: Projection difference is a stronger, domain-robust predictor of persona shifts; steering (especially preventative and multi-layer) 
effectively suppresses undesired traits while preserving intended task performance, outperforming prompt-based or CAFT baselines.



Appendix Takeaways: 
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Steps: Train sparse autoencoders (SAEs) to get interpretable feature directions at each layer, compute cosine similarity between the 
persona vector and every SAE decoder direction, select the top-k features, and causally test them by steering with each feature 
direction to see if they elicit the target trait.

Takeaway: Persona vectors decompose into a small set of interpretable, fine-grained features (e.g., insulting language, cruelty, 
ad-like flattery, fictional/visual description) that causally drive the target behaviors—showing persona directions aren’t a black box but are 
composed of meaningful semantic/style components.



Open Question: 
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Will this paper be accepted to ICLR ? 


